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Abstract

Online voting is convenient and �exible, but ampli�es the
risks of voter coercion and vote buying. One promising miti-
gation strategy enables voters to give a coercer fake voting
credentials, which silently cast votes that do not count. Cur-
rent systems along these linesmake problematic assumptions
about credential issuance, however, such as strong trust in
a registrar and/or in voter-controlled hardware, or expect-
ing voters to interact with multiple registrars. Votegral is
the �rst coercion-resistant voting architecture that leverages
the physical security of in-person registration to address
these credential-issuance challenges, amortizing the conve-
nience costs of in-person registration by reusing credentials
across successive elections. Votegral’s registration compo-
nent, TRIP, gives voters a kiosk in a privacy booth with
which to print real and fake credentials on paper, eliminat-
ing dependence on trusted hardware in credential issuance.
The voter learns and can verify in the privacy booth which
credential is real, but real and fake credentials thereafter
appear indistinguishable to others. Only voters actually un-
der coercion, a hopefully-rare case, need to trust the kiosk.
To achieve veri�ability, each paper credential encodes an
interactive zero-knowledge proof, which is sound in real
credentials but unsound in fake credentials. Voters observe
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1 Introduction

Democracy is the operating system of a free self-governing
civilization: it holds governments accountable to their citi-
zens and enables correction and renewal through the peace-
ful transfer of power, periodically “rebooting” the govern-
ment, so to speak. Tech-savvy idealists often dream that
large-scale distributed computing systems could improve or
even positively transform democracy, enabling more con-
venient large-scale direct participation via mechanisms like
liquid democracy [16, 45] or online citizens’ assemblies [73].
However, today’s computing systems are not even safe to

use in basic democratic processes – such as popular voting
– according to the overwhelming consensus of today’s ex-
perts [7, 23, 118]. Further, large-scale social platforms not
only failed to live up to their one-time promise to help “de-
mocratize” the world [64], but have come to appear increas-
ingly anti-democratic in e�ect if not intent [37, 43, 104], feed-
ing an increasingly-prevalent technology backlash [63].
One central challenge for national voting systems is re-

solving the con�icting goals of transparency and ballot se-
crecy [11, 13, 42, 61, 94]. Transparency requires convincing
voters that their ballots were cast and counted properly,
while ballot secrecy ensures that voters can express their
true preferences, free from improper in�uence such as coer-
cion or vote buying. In the best practice of in-person voting,
voters get ballot secrecy by marking paper ballots alone in a
privacy booth at an o�cial polling site. Voters obtain “end-
to-end” transparency by �rst depositing their marked ballots
in a ballot box, then relying on election observers to monitor
the subsequent handling and tallying of all the ballots.

While in-person voting is widely accepted by experts [23],
it has posed signi�cant inconveniences to voters, includ-
ing long wait times [39, 130], temporary polling place clo-
sures [115], and even voter intimidation near polling lo-
cations [130]. In-person voting is additionally di�cult for
those traveling and living abroad, such as expatriates or
deployed military [111] and during crises like the recent
pandemic [128].
Remote voting—at any location of the voter’s choosing—

promises to improve convenience and increase voter turnout
[100, 111]. Because the voting location is uncontrolled, how-
ever, remote voting normally compromises ballot secrecy and
hence resistance to coercion or vote-buying [18, 41, 48, 50,
103, 105, 130]. An abusive spouse might insist on their part-
ner voting their way under supervision, a party activist might
o�er to purchase and “help” �ll mail-in ballots, as seen in the
United States [52, 121], or a foreign power might attempt
the same at scale, as seen recently in Moldova [103]. Postal
voting also compromises transparency by subjecting ballots
to unpredictable delays and potential loss [60, 65, 125].
Remote electronic voting or e-voting, using a voter’s pre-

ferred device, promises further convenience bene�ts and
avoids postal issues [36, 93, 111]. E-voting can even o�er

voters greater transparency via “end-to-end” cryptographic
proofs, veri�able on their devices, that their vote was cast and
tallied correctly [2, 11, 24]. However, such proofs, or receipts,
can also enable voters to prove how they voted to a coercer
or vote buyer [13, 61, 94]. Blockchain and cryptocurrency-
based techniques such as “dark DAOs” might even fund vote-
buying anonymously, at scale and across borders, with no
realistic prospect for accountability or deterrence [9, 109].

One seminal proposal to counter coercion in e-voting is to
provide voters with both real and fake credentials [61]. Only
the voter knows which credential is real, enabling them to
give or sell fake credentials to a coercer or vote buyer while
secretly casting their true vote using the real credential. A
key limitation of this appealing idea, however, is that it not
so much solves but rather shifts the most security-critical,
delicate, and challenging stage from voting time to credential-
issuance or registration time. E�orts to make fake creden-
tials practical often make strong and arguably-unrealistic
assumptions that all voters have special trusted hardware,
such as expensive smart cards, at registration [22, 38, 40, 87].
A common implicit assumption is that a coercer cannot sim-
ply con�scate the voter’s trusted hardware and allow its
use only under their supervision. Related approaches either
compromise transparency by assuming a fully-trusted reg-
istrar [61], or achieve transparency at the cost of requiring
voters to interact with multiple registration authorities [22]
– a usability challenge that has yet to be rigorously studied.

We present Votegral, the �rst coercion-resistant online
voting system with end-to-end veri�ability and systematic
evidence of potential usability. This paper focuses primar-
ily on TRIP, Votegral’s novel registration component. TRIP
enables voters to obtain veri�able real and indistinguish-

able fake voting credentials on paper. TRIP addresses three
key challenges: 1) issuing veri�ably real voting credentials
without requiring voters to have a trusted device during reg-
istration, 2) issuing fake credentials that are distinguishable
only to the voter, and 3) materializing these real and fake
credentials usably with only inexpensive paper materials.

TRIP leverages an in-person process to give voters a coer-
cion-free environment in which to create voting credentials.
Unlike in-person voting, voters may register at any time
convenient to them, and may use their credentials to cast
votes in multiple successive elections. To address the �rst
challenge of issuing veri�able real credentials, voters inter-
act with a kiosk in a privacy booth. The kiosk proves to the
voter that this credential is in fact real using an interactive

zero-knowledge proof (IZKP), although the voter need not
understand the details. To address the second challenge of
creating fake credentials distinguishable only to the voter,
the voter and the kiosk follow a visibly distinct process in
which the kiosk forges a false IZKP that is subsequently indis-
tinguishable from the real one. The voter thus knows which
credential is real but is unable to prove that fact to anyone,
and can safely give or sell fake credentials to a coercer.
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To address the third challenge of materializing real and
fake credentials, kiosks print all credentials on paper. Paper-
based credentials are inexpensive, making it more easy and
cost-e�ective for most voters to create a few fake credentials
including for reasons other than coercion risks. Voters can
activate credentials on any device they choose, including
a trusted friend’s device if their own is under a coercer’s
control. Printed envelopes supplied to voters in the booth
form a part of each credential, simplifying the voter’s task
of choosing a random challenge for each IZKP, and serving
to conceal sensitive secret keys during credential transport.
While this paper focuses on e-voting, we view this work

as a stepping-stone toward secure large-scale democratic

computing systems usable by self-governing groups, such
as user communities, organizations, and nations. Many de-
centralized projects, for example, wish to incorporate demo-
cratic self-governance into their designs for decentralized
autonomous organizations (DAOs), but lack the means to
ensure that voting participants are real people acting in their
own interests [91, 112]. This is one of the most important
and challenging instances of the well-known Sybil attack
problem [33], which has motivated considerable systems
research in the past [49, 82, 123, 132–134], though none of
this prior work has addressed coercion. Integrating TRIP’s
coercion-resistance mechanism into in-person pseudonym

parties [46] as a proof-of-personhood protocol [17, 44, 113],
in particular, could help address this challenge and enable
truly democratic DAOs and other democratic computing
platforms in the future. Appendix A further discusses the
broader potential systems applications of this work.
We implemented a prototype of TRIP consisting of 2,633

lines of Go [79]. Our Votegral and TRIP prototypes focus
on the cryptographic path, which represents the dominant
computation and latency cost in e-voting systems. We evalu-
ated Votegral against three state-of-the-art e-voting systems:
(1) Civitas, an end-to-end veri�able and coercion-resistant
system based on fake credentials [22], (2) the Swiss Post’s
veri�able but non-coercion-resistant system [120], and (3)
VoteAgain, a coercion-resistant system based on deniable
re-voting [76]. We �nd that Votegral’s end-to-end latency is
comparable to that of Swiss Post and VoteAgain, and signi�-
cantly improves upon Civitas. For TRIP, we also implement
the use of peripherals to determine TRIP’s voter-observable
latency across several setups: (1) a Point of Sale Kiosk, (2)
a Raspberry Pi 4, (3) a Macbook Pro, and (4) a Mini PC. We
�nd that TRIP’s voter-observable latency is slowest on the
Kiosk at 19.7 seconds and fastest on the Macbook Pro at 15.8
seconds, both suitable inside a booth where voters typically
spend a few minutes.
To re�ne and validate our design, we incorporate feed-

back from two preliminary user studies involving 77 partici-
pants. We also summarize key insights from our main user
study involving 150 participants, which we conducted on

this design [77]. We �nd that 83% of participants success-
fully created and used their real credential to cast a mock
vote. Additionally, 47% of participants exposed to a malicious
kiosk, with security education, could identify and report it.

We summarize important limitations of Votegral in §4.5.
This paper makes the following primary contributions:
• TRIP, the �rst coercion-resistant, user-studied voter regis-
tration scheme to o�er a concrete realization of real and
fake credentials while maintaining veri�ability.
• The �rst use of paper transcripts of interactive zero-knowl-
edge proofs to achieve veri�ability during registration,
avoiding reliance on trusted hardware.
• Security proofs demonstrating that TRIP satis�es veri�a-
bility and coercion-resistance.
• An implementation and evaluation of TRIP against state-
of-the-art baselines on multiple hardware platforms.

2 Background and motivation

Voting systems represent one of the most-critical compo-
nents in the functioning of a modern democracy. The high
stakes of national elections inevitably attract all manner of
self-serving tactics from those wishing to acquire or main-
tain power. These stakes attract hundreds of millions of dol-
lars in investment from those wishing to in�uence national
power [103, 122], and even create multi-billion-dollar mar-
kets merely around predicting election outcomes [98].

Central requirements for a national voting system include
transparency, ballot secrecy, and usability [11, 13, 42, 61,
94]. The importance of transparency in elections is evident
from the contrastingly non-transparent sham elections rou-
tinely held by dictatorships to support predetermined out-
comes [129, 135]. Ballot secrecy was �rst recognized gradu-
ally across several countries, but quickly became standard
internationally after Australia’s introduction of the modern
secret ballot in 1856 [26]. Moreover, election systems must be
comprehensible and reliably usable by all voters – including
those with special needs or disabilities – to ensure broad,
equitable participation [102]. Despite e�orts towards digital-
izing voting, in-person voting with paper ballots remains the
accepted best practice, as further discussed in Appendix G,
extended version [78].

2.1 Remote voting with end-to-end veri�ability

E-voting systems aim to enhance transparency by providing
cryptographic end-to-end veri�ability of the voting and tal-
lying process [2, 25, 72, 120]. In a simplistic but illustrative
sketch of such a process, the voter’s personal device encrypts
the voter’s choices and posts the encrypted ballot to a public
bulletin board or PBB that anyone can read, such as a tamper-
evident log [27] or blockchain [131]. Each encrypted ballot
is posted along with voter identity information su�cient to
ensure eligibility and prevent multiple votes. After the voting
deadline, each of several talliers reads the ballot ciphertexts
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from the PBB, shu�es them to anonymize the ballots (scrub-
bing their linkage to voter identities), then strips one layer
o� each ballot’s encryption, and posts the shu�ed ballots
back onto the PBB along with a zero-knowledge proof that
the shu�e was performed correctly [53, 85]. After these shuf-
�es and decryptions, anyone may tally the cleartext ballots
left on the PBB and verify the series of proofs that they cor-
respond to the originally-cast ballots, providing universal

veri�ability of the process. Voters may additionally use their
private voting materials to check that their own choices were
correctly encrypted and recorded on the PBB, and included
in the tally, for individual veri�ability.

While this e-voting sketch o�ers individual and universal
veri�ability, it unfortunately compromises ballot secrecy by
e�ectively giving voters a receipt [13, 61], allowing them to
prove how (and whether) they voted. A coercer need merely
check the PBB to see whether the voter cast a ballot, and if
so, demand the voter’s receipt to con�rm compliance.

2.2 Coercion resistance in e-voting systems

Most proposals to address coercion and vote buying rely on
either re-voting or fake credentials. Re-voting lets voters
override coerced votes by casting their intended vote later
in secret [1, 76, 96, 99]. Estonia is currently the only nation
to deploy an e-voting system with coercion-resistance using
the re-voting approach [36], but this approach comes at the
cost of end-to-end veri�ability [118]. Moreover, re-voting
can be circumvented by coercing a last-minute vote, or by
seizing key voting materials – such as the voter’s ID card
used in Estonia’s system [34, 57] – until after the election.
The fake credentials approach [61] instead relies on en-

abling voters to obtain both real and fake credentials. A voter
may use a fake credential under a coercer’s supervision, or
give or sell fake credentials to a coercer or vote buyer. A
voter may cast their intended vote in secret at any time with
their real credential, avoiding the weakness in re-voting of
requiring the real vote to follow all coerced votes. A limita-
tion of fake credentials, however, is that it time-shifts key
unsolved problems earlier from voting to registration time.

Making fake credentials practical requires physically em-
bodying or materializing credentials and their issuance, in a
way that ordinary people can understand and use [71, 87, 88].
One challenge is that the voter must know which credential
is real, and must personally be able to verify it as real for
transparency, but then must be unable to prove this fact to
anyone else. A coercer must also not know how many fake
credentials the voter has or can create; otherwise a coercer
can simply demand all of the voter’s credentials.
Usability-focused approaches to materializing fake cre-

dentials have generally followed Estonia’s lead by assuming
trusted hardware, such as smart cards that store both real
and fake credentials under di�erent PINs [22, 40, 69, 87, 88].
Even under the as-yet-unproven assumption that su�ciently-
powerful and secure smart cards can be developed, they will

be expensive, making even one per voter di�cult to justify
economically – let alone several per voter, as would be re-
quired to achieve real coercion resistance. If governments
issue only one smart card per voter, then, as with Estonia’s
e-ID cards, a coercer can simply “o�er” to “keep safe” (i.e.,
con�scate) the voter’s smart card and allow its use only
under supervision, negating its e�ective coercion resistance.
Registration-time transparency is another key challenge.

Why can’t a compromised election authority just issue fake
smart cards, for example, which silently issue only fake cre-
dentials, while the authority retains the secret keys required
to cast “real” votes on behalf of all voters?

2.3 E-voting as a computer systems challenge

To design e-voting systems that are usable, practical, and
above all safe to deploy, we feel it is necessary to approach
the problem holistically as a computer systems research chal-
lenge. In that sense, we must build and maintain a clear
picture of the entire “end-to-end” architecture and system
design, considering together many important constraints
both technical (e.g., security, privacy, performance, scala-
bility, code correctness) and non-technical (e.g., usability,
political and legal constraints, and other human factors).

E-voting needs and critically builds on cryptography, for
example, but the vast cryptographic literature on e-voting
habitually makes key assumptions that work well in cryp-
tographic proofs but are unrealistic in practice – such as
that ordinary voters can perform complex cryptographic
calculations “in their heads” without electronic devices (see
Appendix H, extended version [78]). Usability and usable
security are thus crucial, but the problem is not just user-
interface (UI) design either. While a typical UI designer or
human-factors researchermight readily identifymany usabil-
ity issues and make stylistic and process improvements, a UI
designer without a broad, end-to-end systems-architecture
and security perspective would never have made the deci-
sion we made in Votegral not only to avoid depending on,
but even to depend on the absence of, personal devices at
registration time (see Appendix I, extended version [78]).
These complex interdependencies make end-to-end systems
research on e-voting a challenging prospect, but we see no
other way forward towards solving the problem.

3 Votegral design overview

This section provides a high-level overview of Votegral’s
architecture to provide context needed to understand TRIP.
We defer a detailed technical description of TRIP, the focus
and central contribution of this paper, to §4.

3.1 High-level election process

Any voting system generally includes setup, voting, and tal-

lying phases. In the setup phase, the election authority es-
tablishes the roster or list of eligible voters, and the set of
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Figure 1. Voter-registration work�ow in the TRIP architecture

In this work�ow, the voter (1) authenticates to an o�cial at a check-in desk to obtain a check-in ticket, (2) enters a supervised
private environment to create a real and any potential fake credentials, (3) presents one of their credentials to an o�cial at the
check-out desk, and (4) activates their real credential on a device they trust.

choices that each voter is entitled to make, then prepares
the system to accept ballots. In the voting phase, voters cast
ballots via one or more voting channels or ballot-submission
methods. For clarity we will assume here that e-voting via
Votegral is the only channel, but Appendix B outlines some
considerations applicable if Votegral were to be integrated
with other channels such as in-person and/or postal voting.
Once the voting deadline passes, the system accepts no more
ballots and tallying begins, where all properly-submitted
ballots are counted and the results published. In systems like
Votegral supporting fake credentials, it is crucial that the
tallying phase count only votes cast using real credentials.
Registration. Like any coercion-resistant design with fake
credentials, Votegral assumes that voters register for e-voting
before they can cast ballots. Votegral more uniquely requires
that this registration for e-voting be done in person. Vote-
gral’s registration for e-voting may, but need not necessarily,
coincide with registration to vote, as further detailed in Ap-
pendix B. In US-style elections where voters must register to
vote anyway, voters might in principle register for e-voting
via Votegral at the same time. In Europe-style electionswhere
registration to vote is normally automatic, registration for

e-voting might be a separate step required only of those wish-
ing to opt-in to e-voting. Regardless, registration for e-voting
should normally be required at most once every several elec-
tions, thereby amortizing the costs of in-person registration
across multiple successive uses of the same credentials.
In Votegral’s design, we consider in-person registration

to be not just a step technically needed to create real and
fake credentials, but also an educational opportunity for vot-
ers to learn and ask questions about the e-voting system,
and an opportunity for voters to report and discuss actual
attempts at coercion or other voting irregularities in a pro-
tected environment. We will focus here on the actual process
of credential creation, however – �rst from the voter’s per-
spective, ignoring technical details, in the next subsection.
Renewal. While we expect TRIP credentials to be reusable
across successive elections, they will normally expire at some

point, and need to be renewed by again registering in-person.
While credential lifetime is a policy choice outside this pa-
per’s scope, Appendix H, extended version [78] discusses
some credential lifetime considerations, including the ten-
sion between voter convenience and recovery from “surprise
coercion” situations.

3.2 Voter-facing design of e-voting registration

Registering to use Votegral involves the followingmain steps,
which Fig. 1 illustrates at a high level.
Instructional Video. In the registrar’s o�ce, voters �rst
watch an instructional video, covering the credential creation
processes and the purpose of fake credentials.
Check-In. A registration o�cial veri�es each voter’s eligi-
bility, then gives the voter a check-in ticket, which permits
the voter to enter a privacy booth and use the kiosk inside.
Depending on applicable anti-recording policy, voters might
be asked to turn o� or check in personal devices before en-
tering the privacy booth, as further discussed in Appendix I,
extended version [78].
Privacy Booth. Inside the booth is a touchscreen kiosk that
can scan and print machine-readable codes, along with a
pen and an ample supply of envelopes. Each envelope has a
see-through area and printed markings as depicted in Fig. 2a.
Real Credential Creation.Voters follow a 4-step process to
create their real credential. The voter �rst scans the barcode
on their check-in ticket (Step 1). The kiosk prints a symbol
and a QR code on receipt paper (Step 2). The voter selects an
envelope with amatching symbol and scans its QR code (Step
3). The kiosk then prints two additional QR codes (Step 4),
completing the receipt shown in Fig. 2b. The voter inserts the
receipt inside the scanned envelope for transport (Fig. 2c),
forming their real paper credential. The voter marks the
credential, for instance by labeling it as ‘R’, to distinguish it
from any fake credentials. If a coercer learns or guesses that
the voter follows this practice, then at the next registration
the voter might mark a fake credential ‘R’ and mark their
real credential ‘RR’ or in any other memorable way. Because
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Figure 2. Registration receipt and envelope design

A paper credential consists of an envelope (a) and printed
receipt (b). Voters mark envelopes to discern their real cre-
dential from fake ones. They transport each credential by
placing the receipt in the envelope (c), and activate it on their
devices by lifting the receipt one-third of its length (d).

each voter privately marks both real and fake credentials,
only voters themselves know their own convention.
Fake Credential Creation. A voter wishing to create a fake
credential does so in 2 steps: the voter picks and scans an
envelope (Step 1, Fig. 2a), then the kiosk prints the entire
receipt (Step 2, Fig. 2b). The voter inserts the receipt into the
newly-chosen envelope and marks it di�erently from the real
one. Voters can create as many fake credentials as desired.
O�cials may inquire if a voter spends excessive time in a
booth, thus imposing an informal, non-deterministic limit.
Once �nished, the voter leaves the booth and checks out.
Check-Out. The voter presents any one of their creden-
tials to the o�cial, who scans the receipt’s second QR code
through the envelope’s window. This completes the voter’s
visit. To ensure prompt detection and recti�cation of any suc-
cessful impersonation of voters, the registrar subsequently
noti�es voters digitally and/or by mail of their registration
session, as discussed in Appendix J, extended version [78].
Activation. The voter activates their real credential on any
device they trust, whether that is their own or a friend’s de-
vice. The voter lifts the receipt one-third out of the envelope
to the activate state (Fig. 2d). They scan the three visible QR
codes: the receipt’s top and bottom QR codes, and the enve-
lope’s QR code. The voter can now discard this credential,
perhaps shredding it if the voter faces a coercion threat.
Voting. The voter can now use this device to cast their ballot,
verifying it with existing cast-as-intended methods [12, 24]
to ensure its integrity. Only the vote cast with the real cre-
dential will count, however. A voter who loses their device
can re-register for new credentials. Other options like social
key recovery are also possible as discussed in Appendix K,
extended version [78].
Results. After each election, the voter’s device downloads,
veri�es, and shows the election results to the voter.

3.3 Desired System Properties

We now informally present Votegral’s system properties.
• Universal Veri�ability [61, 120]: anyone can indepen-
dently verify that the election results accurately re�ect the
will of the electorate as represented by the ballots cast.
• Individual Veri�ability [15, 120]: each voter can inde-
pendently verify that their issued real credential casts
ballots that are accurately recorded and included in the
�nal tally, and that this ballot re�ects their intended vote.
• Coercion Resistance [61]: voters can cast their intended
vote even when faced with coercion because the coercer
cannot determine whether the voter has complied with
the coercer’s demands, even if the voter wishes to comply.
• Privacy [61]: uncompromised voters’ ballots stay secret.
• Usability [32, 71, 90]: voters can understand and use the
voting system, including for registering and casting ballots,
and can understand the uses of real and fake credentials.

End-to-end veri�ability requires both individual and univer-
sal veri�ability, with voters verifying the integrity of their
own real vote, and the public at large verifying the results.

4 Registration and voting protocol design

This section informally describes the Votegral protocol, with
a particular focus on TRIP, the system’s registration stage.

The core design of Votegral addresses four key challenges:
(1) threat modeling and designing a registration process in
which we trust neither voters nor registrars in general; (2)
providing an end-to-end veri�able registration, voting, and
tallying process despite only voters themselves knowing
how many credentials they have or which of them is real;
(3) enabling the registration kiosk to prove interactively to a
voter that a credential is real without the voter being able
to prove that fact subsequently to a coercer; and (4) materi-
alizing this credentialing and interactive proof process in a
usable fashion using only low-cost disposable materials such
as paper. The rest of this section addresses these challenges,
then §4.5 summarizes optional extensions to the base design.

4.1 System model and threat model

We summarize Votegral’s system and threat models here at a
concise intuitive level, leaving detailed formal system model
and threat models used in our proofs to Appendix D.

Consistent with common e-voting system designs, we as-
sume an election authority, or simply authority, responsible
for setting up and coordinating the election process. The
registration sites or registrars at which voters can sign up for
e-voting answer to, or at least coordinate with, the election
authority. The authority provides client-side software that
voters need to activate credentials and cast ballots; for trans-
parency we assume this software is open source. Finally, the
authority is responsible for providing two logical backend
components: a ledger or public bulletin board implementing
a tamper-evident log [27], and a tally service.

839

https://arxiv.org/abs/2202.06692
https://arxiv.org/abs/2202.06692
https://arxiv.org/abs/2202.06692


TRIP: Coercion-resistant Registration for E-Voting SOSP ’25, October 13–16, 2025, Seoul, Republic of Korea

We assume that these backend services are distributed
across multiple servers, preferably operated independently,
ensuring that backend services remain secure provided not
all servers are compromised. Backend trust-splitting is stan-
dard in cryptography and e-voting practice and not novel
or unique to Votegral: e.g., the Swiss e-voting system splits
backend services across four “control components” main-
tained by independent teams [97]. For exposition clarity, we
leave this trust-splitting implicit for now, as if the ledger
and tally services were trusted third parties. In contrast with
Civitas’ expectation that users interact directly with multiple
registrars [22], splitting backend services does not introduce
usability issues because ordinary users need not interact
directly with them, nor even be aware of them. Users inter-
act with backend services only through the front-end client,
which anyone with su�cient expertise may inspect but ordi-
nary voters are not required or expected to understand.

One challenge to threat modeling Votegral is that we wish
to trust neither voters nor registrars in general, but if we
distrust all voters and all registrars at once then we have
no foundation on which to build any arguably-secure sys-
tem. We address this challenge by specializing the threat
model to distinct threat vectors, which we model as separate
adversaries. To evaluate Votegral’s transparency we use an
integrity adversary I, which can cause any or all registrars
to misbehave arbitrarily – attempting to steal voters’ real
credentials and issue only fake credentials for example – but
which prefers not to be “caught” in such misbehavior. To
evaluate Votegral’s coercion resistance we use a coercion

adversary C, which can coerce and hence e�ectively compro-
mise voters, but which cannot compromise registrars. The
key desirable property this nuanced threat model achieves is
that the majority of voters not under coercion need not trust
the registrars in order to verify the end-to-end correctness
of the election. Only the hopefully-few voters actually under
coercion must trust the registrar. This trust appears unavoid-
able because in this case we must treat the voter himself
as untrustworthy, by virtue of being coerced or otherwise
incentivized to follow the coercer’s demands.
Our formal analysis also considers a privacy adversary,

whose aim is to identify and decrypt a voter’s real ballot. Un-
like the coercion adversary, however, this adversary cannot
directly compromise or exert coercive in�uence over voters.

4.2 High-level protocol �ow summary

Figure 3 presents an illustration of Votegral’s overall protocol
operation, omitting various details for clarity and focusing
on a single voter, Alice, who creates one real and one fake
credential. Alice �rst registers using the voter-facing process
above in §3.2, then at home activates her real and fake cre-
dentials on her voting device(s). At the next election, Alice
uses each credential (on the same or di�erent devices) to
cast real and fake ballots. After the election, the tally service

TallyVoteRegister Activate

public tag:
encrypted real
credential key

voter
identity

secret key
1.check in
2.print real credential
3.print fake credential
4.check out

R R r

true proof:    =         

secret key
R F f

false proof:   = 

Registration Log

Ballot Log

ID R

signed by (F,f)

signed by (R,r)

encrypted ballot

encrypted ballot

ballot

ballot

tag

credential
key pair

verifiable
shuffle

Anonymized
Registration Log

Anonymized
Ballot Log

blinded
credential

tags

ballot

ballot

tag
match:
count
ballot

no
match:
discard

shuffle
proofs

1.verifiably shuffle
credential tags
and ballots

2.discard ballots
with no matching
credential tag

3.decrypt & count
only real votes,
publish results

Real Credential

Fake Credential

Real Vote

Fake Vote

tag

R

F

R

F

R

Ledger
(Public Bulletin Board)

Figure 3. Votegral protocol operation summary

anonymizes all ballots, discards those cast via fake creden-
tials, and counts the remaining ballots, posting the results.
Upon Alice’s registration, her registrar posts a record

to the registration log on the ledger, including metadata
uniquely identifying Alice as an eligible voter. This identity
metadata might include Alice’s name in districts where vot-
ing rosters are considered public, ormight just be a pseudony-
mous index into the authority’s eligible-voter database if the
database is not public. Each time Alice registers or renews,
the new record supersedes and invalides all prior registration
records for the same voter identity. Thus, there is always at
most one active registration record per voter, and for trans-
parency anyone can at least count the total number of active
records and check it against relevant census data, regardless
of how much metadata about each voter may be public.
Each credential in TRIP has a unique public/private key

pair ( ,:). In this example, Alice’s real credential has key
pair (', A ), and her fake credential has a di�erent key pair
(�, 5 ). The main use of each credential’s key pair is to au-
thenticate – essentially as if by signing – encrypted ballots
submitted using that credential. Each credential also has a
public credential tag, which unlike the per-credential key
pairs, is identical across all credentials created in the same
registration session. In all of Alice’s new credentials, this
public tag is an encryption of the public key associated with
Alice’s real credential. This tag goes into Alice’s registration
record on check-out. It does not matter which credential
Alice shows on check-out because all have this same tag.

After the election deadline, Votegral’s tally service uses
veri�able shu�es [53] in a mix cascade [31] to anonymize
the set of public credential tags associated with currently-
active records in the registration log. The tally service simi-
larly shu�es the set of all encrypted ballots cast using any
credential. In this shu�ing process, the tally service crypto-
graphically blinds the public key that each credential was
submitted with, and in parallel, decrypts while identically
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blinding all the public credential tags derived from the regis-
tration log. Because the public tag on all of Alice’s credentials
was an encryption of the public key of Alice’s real credential,
this means that the blinded credential key associated with
Alice’s real vote nowmatches the decrypted and blinded pub-
lic credential tag derived from the registration log. The tally
service veri�ably counts Alice’s real vote as a result of this
tag match. The credential public keys associated with fake
votes, however, do not match any blinded public credential
tag after the shu�e, and as a result are discarded.

The design sketched so far mostly achieves universal veri-
�ability. Anyone may inspect the eligible voter roster on the
registration log, and the encrypted ballots on the ballot log;
anyone can check the shu�e proofs to verify that both the
roster and ballots were shu�ed via a correct but secret per-
mutation; and, anyone can verify that only ballots authorized
by appropriate registration log entries are counted, at most
one ballot per voter. We have not yet achieved individual
veri�ability, however: how does Alice know or verify which
of her credentials is real, or that any of them are real?

4.3 Interactively proving real credentials real

To enable Alice to verify individually that the ballot she cast
with her real credential will be counted, she needs to “know”
that the public credential tag printed on all her credentials
and recorded in the registration log is a correct encryption
of her real credential’s public key. This is ultimately the
critical single bit of information Alice needs to complete the
end-to-end transparency chain and verify that her real vote
will count. For coercion resistance, however, Alice must be
unable to prove that critical information bit to anyone else.
As a straw-man, the kiosk might give Alice an ordinary

non-interactive zero-knowledge proof, of the kind commonly
used in digital signatures, that her credentials’ public tag
is an encryption of her real credential. Alice could then be
certain that her real credential is real – but then she might
also take that proof (receipt) with her upon leaving the booth
and hand it to a coercer or vote buyer, who would be equally
convinced. Such a non-interactive proof would therefore
support transparency but undermine coercion resistance.
A key observation is that we can use interactive zero-

knowledge proofs or IZKPs to convince Alice that her real
credential is real without making that information transfer-
able. TRIP uses IZKPs taking the common Σ-protocol form,
which consist of three steps: commit, challenge, and response.
For such an IZKP to be sound and e�ectively prove anything,
the protocol must be executed in precisely this order: �rst
the prover chooses a cryptographic commitment; then the
veri�er chooses a challenge value previously-unknown to
the prover; �nally the prover computes the sole valid re-
sponse corresponding to the combination of commit and
challenge. If the Σ-protocol is executed in the wrong order –
in particular, if the prover knows or can guess the veri�er’s

challenge before choosing the commit – then the IZKP is
unsound and the prover can trivially “prove” anything.
Leveraging this observation, TRIP includes in all creden-

tials, real and fake, a transcript of the three phases of an
IZKP, which purports to prove that the public credential tag
contains an encryption of the credential’s public key – i.e.,
that the credential is real. Anyone can verify the structural
validity of these IZKP proof transcripts, and voters’ devices
do so automatically when activating credentials. Such a tran-
script alone omits one crucial bit of information, however:
was the commit, or the challenge, chosen �rst? TRIP achieves
coercion-resistant veri�ability by revealing this one crucial
bit of information to the voter only interactively, via the
sequence of steps that the voter takes in the privacy booth
to print real and fake credentials. Once the voter observes
this distinction in printing steps, the credentials themselves
embody only IZKP transcripts, which lack the crucial bit of
“voter’s-eyes-only” information, and are useless to prove to
anyone else which credential is real. Real credentials contain
sound IZKPs, fake credentials contain unsound ones, and the
two are cryptographically indistinguishable once printed.

Prior work has used sound and unsound IZKPs in similar
fashion for coercion-resistant in-person voting [3, 4, 59, 80].
To our knowledge, however, TRIP is the �rst design to use
IZKPs in registration for e-voting to achieve veri�ability and
coercion resistance using fake credentials.

4.4 Physically materializing usable credentials

Although IZKPs in principle resolve the con�ict between
individual veri�ability and coercion resistance, for usability
we cannot expect ordinary voters to understand e-voting sys-
tems or cryptography, or any of the technical details under-
lying credentials, or precisely why technically Alice should
be convinced that her real credential is real. In particular, we
need a physically materialized credentialing process that or-
dinary voters can understand and follow given only minimal
training, and ideally that is cheap and e�cient enough to
deploy at scale. These are the considerations that motivate
TRIP’s speci�c design using paper credentials.

One particular issue is that to ensure that the kiosk must

honestly produce sound IZKPs for real credentials, the voter
– taking the veri�er’s role in the IZKP – must choose and
give the kiosk a cryptographic challenge, only after the kiosk
has printed the IZKP commit. Choosing and entering a high-
entropy random challenge manually would be tedious and
burdensome, and ordinary users are bad at choosing random
numbers [89]. These considerations motivate TRIP’s choice
to use envelopes, each pre-printed with a unique random QR
code, enabling voters to pick a challenge by selecting any en-
velope from a supply provided in the booth. A compromised
registrar could duplicate envelopes to make challenges more
predictable, but an activation-time check for duplicate chal-
lenges detailed in Appendix F.3.5 ensures high-probability
detection if many envelopes are duplicated.
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Above and beyond the instructional video, we would like
the credentialing process itself to help train voters to learn
and expect the correct process, especially for printing real
credentials. To ensure in particular that voters do not hastily
choose or present an envelope too early, before the kiosk has
printed the IZKP commit, an honest kiosk �rst chooses one of
a few symbols at random and prints it just above the commit
QR code. The voter must then choose and scan any envelope
with the matching symbol. When interacting with an honest
kiosk, therefore, the voter must wait to see the symbol (and
hence commit) printed before picking an envelope; otherwise
the honest kiosk gently rejects a voter’s choice of an envelope
with the wrong symbol. If a voter accustomed to this process
later encounters a compromised kiosk that asks them to
present an envelope �rst while supposedly printing a “real”
credential, we hope that the voter’s normal-case training
will make such an irregularity more noticeable.

To create fake credentials, in contrast, the kiosk asks the
voter to choose and present an envelope �rst. The kiosk
thereby obtains the challenge before choosing its commit,
thus enabling the kiosk to fake a “proof” of the credential’s
“realness.” Again, we hope that even voters completely un-
aware of the reasons for this curious process will neverthe-
less be able to follow it and, at least withmoderate probability,
notice and report if a compromised kiosk ever attempts to
use the fake-credential process to print a “real” credential.

TRIP’s envelope and receipt design secures transport and
activation. Fully inserting the receipt into the envelope places
the credential in the transport state (Fig. 2c). In this state,
the QR code necessary for check out appears through the
envelope’s window, but the envelope’s opaque lower por-
tion hides the area of the receipt containing the credential’s
secret key. Only after the voter transports the credential to
whatever device the voter trusts to activate it on, the voter
pulls the receipt out of the envelope just enough to reveal
the two other QR codes needed for activation, including the
credential’s secret key, as shown in Fig. 2d.

4.5 Subtleties, design extensions, and limitations

The above summary omitted two subtleties of TRIP’s design.
Impersonation defenses. To ensure prompt detection and
remediation of any successful registration-time imperson-
ation of a voter – whether by a look-alike or by a corrupt
registration o�cial – TRIP noti�es voters of all registration
events. Appendix J, extended version [78] discusses in more
detail these threats, defenses, and their implications for co-
ercion resistance.
Credential signing.All TRIP credentials include a signature
of the kiosk that produced them, not shown in Fig. 3. This sig-
nature ensures that credentials are authorized and traceable
to a particular registrar and check-in event, and also coun-
ters subtle attacks against related prior approaches [117] in
which a coercer identi�es a voter’s real credential by forging
a mathematically-related fake credential [8, 22, 119].

The design of Votegral supports a few optional extensions,
which might be included or excluded for policy reasons.
Voting History. Voters can save and view their voting his-
tory on their devices to further enhance cast-as-intended
individual veri�ability, as discussed in Appendix C.1. Coer-
cion resistance remains intact because casting votes with a
fake credential e�ectively fabricates a fake voting history.
Reducing Credential Exposure. Although the protocol
above ensures that theft of and voting with a credential’s
secret is eventually detectable, an extension in Appendix C.2
reduces the “window of vulnerability” by ensuring that cre-
dential theft is more promptly detectable by activation time.
Resisting Extreme Coercion. A few voters might face ex-
treme coercion, such as by being searched immediately after
registration. An extension in Appendix C.3 allows voters to
delegate their vote within the privacy booth, e.g., to a politi-
cal party, leaving the booth holding only fake credentials.

Like any system, Votegral has important limitations. Vote-
gral assumes the public roster of eligible voters is correct, and
cannot address the suppression or fakery of voters, as dis-
cussed in Appendix B. Systematically addressing other threat
vectors, such as voter impersonation (Appendix J, extended
version [78]), side channels (Appendix L, extended version
[78]), and rare “Ramanujan voters” able to compute cryp-
tographic functions in their heads (Appendix I.3, extended
version [78]), are also beyond this paper’s scope.

5 Informal security analysis

A voting system is secure if it resists attacks that manip-
ulate the election outcome, despite all participants being
untrustworthy to some extent. This section summarizes how
Votegral achieves end-to-end veri�ability and coercion resis-
tance, countering two of the three adversaries we model.

We do not cover the privacy adversary here, as this paper
focuses primarily on veri�ability and coercion resistance.
In brief, Votegral ensures privacy because decryption of a
voter’s real ballot would require compromising all election
authority members, which is not possible per our threat
model. We present a privacy proof sketch in Appendix F.2.

5.1 Individual and universal veri�ability

The integrity adversary’s goal is to manipulate the elec-
tion outcome without detection. By making each step of the
election process veri�able, ensuring end-to-end veri�ability,
Votegral prevents this adversary from achieving its goal.
Individual Veri�ability. This notion of veri�ability ensures
that voters can verify that their submitted real ballot re�ects
their intended vote and is included in the �nal tally. Since this
paper focuses on the registration process (TRIP), our security
analysis centers on achieving the latter: ensuring that the
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cast ballot counts.1 To achieve this in a system with real
and fake credentials, the voter must be convinced that they
have obtained their real credential. The integrity adversary
can attempt to steal the voter’s real credential by either
impersonating the voter during registration or by issuing
the voter a fake credential and claiming it as their real one.

To counter impersonation, Votegral publishes the real cre-
dential’s public component 2pc alongside the voter’s identity
on the ledger at check-out. The voter’s device then alerts the
voter to any registration event. If the voter did not initiate
this registration, the attack is detected, and the voter can
re-register to replace 2pc and invalidate the false registration.

To prevent an adversary from claiming a fake credential as
real, voters are educated through an instructional video on
the four-step process for creating a real credential and how
it di�ers from a fake one. In §7.5, we present voter perfor-
mance in this process from our user study. Consequently, the
integrity adversary’s only chance of success is to guess the
envelope—the ZKP challenge—that the voter selects. While
the adversary can control the number of envelopes in the
booth, and create duplicate envelopes (envelopes with iden-
tical challenges), they cannot in�uence the voter’s actions,
such as envelope selection or the number of envelopes con-
sumed (each credential consumes one envelope). This makes
the adversary’s success probability minimal, and it becomes
negligible over repeated attacks against many voters, as are
usually necessary to in�uence an election.
De�nition (Individual veri�ability — informal). The
integrity adversary interacts with an honest voter’s voter-
supporting device (VSD) throughout the registration and vot-
ing work�ow, controlling all registrar components. We �x
a target voter +★

id
, an intent (the public credential and de-

sired vote), and a con�icting goal. I wins if (1) the VSD’s
activation-time checks and cast-as-recorded comparison ac-
cept, and (2) the ledger records the adversary’s goal for +★

id

(with goal ≠ intent).
Theorem (Individual veri�ability, sketch). Let =� be the
number of envelopes in the booth,=2 the voter’s chosen num-
ber of credentials, �2 the probability distribution of voters
choosing =2 , and : the number of envelopes the adversary
duplicates with the same challenge. Then the success proba-
bility of any PPT integrity adversary I is at most

max
1≤:≤=�

E=2∼�2

[

:

=�
·

(=�−:
=2−1

)

(=�−1
=2−1

)

]

+ negl(_)

Proof sketch. Tampering after correct registration is de-
tected: the VSD compares the posted ballot to the one it
formed and signed; ElGamal decryption is unique (binding),
so any plaintext change necessarily a�ects the ciphertext.
Tampering at registration reduces to either (a) forging the

1Numerous prior works [12, 24] have explored ways to help voters ensure

that the ballot they cast contains their intended vote. Votegral’s voting his-

tory extension (§4.5) o�ers one such cast-as-intended veri�cation method.

Σ-protocol (negligible under DLP), or (b) guessing the voter’s
chosen challenge in advance. The best strategy is to “stu�”
: envelopes with the same challenge 4★ and hope the voter
uses one such envelope for the real credential (probability
:/=� ), while picking the remaining =2 − 1 envelopes for fake
credentials from the honest pool without picking another
4★. Averaging over =2 ∼ �2 gives the bound. See Appen-
dix F.3 for the formal game (Game IV), theorem and proofs.
Across # independent target voters, the success probability
becomes ?#max (strong iterative IV; Appendix F.3.6).
Universal Veri�ability. This enables anyone to verify the
outcome by ensuring the integrity of the tallying process.
Since this paper focuses on TRIP, the registration compo-
nent of Votegral, we omit this proof. Votegral’s voting and
tally processes follow the JCJ lineage with publicly veri�able
shu�es and threshold decryption [61], while using publicly
veri�able deterministic tags limited to registrar-issued cre-
dentials for linear-time �ltering [67].

5.2 Coercion resistance

The coercion adversary aims to in�uence election outcomes
by pressuring voters either to cast a speci�c vote, or not
to vote. Coercion resistance ensures this adversary cannot
determine whether a voter complied, thereby thwarting their
objective. This section summarizes how Votegral achieves
coercion resistance, with formal proofs in Appendix F.1.
Votegral achieves coercion resistance by enabling voters

to create fake credentials, allowing them to appear compliant
while concealing their real credential. These fake credentials
are cryptographically and visibly indistinguishable from real
ones, as discussed in §4.3 on credential issuance. This indis-
tinguishability also holds when a voter uses a fake credential
to cast fake votes. Thus, the coercer cannot determine voter’s
compliance based on credential appearance or behavior.

Since the coercer cannot observe the voter creating their
credential—the only way to distinguish these credentials—
the coercer may attempt, before registration, to demand
the voter to create a speci�c number of fake credentials and
present them along with one additional credential—their real
one. However, voters can always generate one more fake
credential, maintaining the secrecy of their real credential.
Unable to discern compliance through voter actions, the

coercer might turn to the ledger to determine whether the
voter complied with their demands. The ledger reveals the
voter’s associated public component 2pc, the total number of
envelopes used in the system and the �nal tally. Regarding
2pc, the coercer might attempt to encrypt the credentials’ 2pk
given by the voter with the election authority’s public key.
Encryptions are cryptographically randomized, however, so
even if the adversary possesses the real credential, the re-
sulting 2pc will di�er from the one on the ledger. Similarly,
decrypting 2pc is infeasible as the adversary cannot compro-
mise all the tally servers, as per the threat model, and thus
cannot reconstruct the tally service’s private key. As for the
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ledger’s disclosure, in aggregate, of the number of envelopes
used and the tally, coercion remains ine�ective due to sta-
tistical uncertainty stemming from the actions of voters the
adversary does not control. For example, if the tally shows
5 votes each for candidates A and B, a coercer demanding
a vote for A cannot determine whether the coerced voter
contributed to A’s votes or voted for B alongside others.
De�nition (Coercion resistance — informal). Compare a
real game, where coercer C interacts with TRIP (choosing a
target voter, dictating actions, obtaining controlled voters’
credentials, and observing the ledgers), with an ideal game
where the attacker sees only the statistical uncertainty from
honest voters’ behavior (distributions �2 over number of
fake credentials and �E over vote choices). The advantage is

Adv
cr
C =

�

�

�Pr[Real game = 1] − Pr[Ideal game = 1]
�

�

�

Appendix F.1 de�nes games C-Resist and C-Resist-Ideal.
Theorem (Coercion resistance, sketch). Under DDH in� ,
the Σ-protocol’s soundness, and EUF-CMA signatures (with
NIZK simulations in the random-oracle model), AdvcrC ≤
negl(_); only uncertainty induced by �2 and �E remains.

Proof sketch. Hybrid 1 (Eliminate Voting Ledger View): Re-
place honest ballots by a DDH-based simulation and program
proofs in the ROM; C’s view becomes independent of honest
votes. Hybrid 2 (Number of Fake Credentials): Real and fake
credential transcripts are indistinguishable, and giving C the
real credential adds no tallying power, so only the distribu-
tion �2 over honest voters’ fake credentials in�uences C’s
uncertainty. Hybrid 3 (Eliminate Registration Ledger View):
Replace the TRIP roster with a JCJ roster via ElGamal seman-
tic security. Each hybrid hop is indistinguishable, so the total
distinguishing advantage is negligible. (See Appendix F.1.)

6 Implementation

Our full Votegral prototype consists of 9,182 lines of code as
counted by CLOC [29], broken down further in Appendix N,
extended version [78]. The code is available at
https://github.com/dedis/votegral.

TRIP is 2,633 lines of Go [79], and uses dedis/kyber [30] for
cryptographic operations, gozxing [51] for QR code process-
ing, gofpdf [62] and pdfcpu [107] for printing and reading
QR codes. We use Schnorr signatures with SHA-256 on the
edwards25519 curve and ElGamal on the same group.
The rest of Votegral comprises 1,816 lines of Go, utiliz-

ing dedis/kyber [30] for cryptographic operations, Bayer
Groth [10] for shu�ing ElGamal ciphertexts, and a distributed
deterministic tagging protocol [127]. Votegral uses a C im-
plementation of Bayer Groth for shu�e proofs [28]. Unlike
a complete system, Votegral simulates each phase of an e-
voting system, focusing on the cryptographic operations as
these incur the highest computational costs.

7 Experimental evaluation

We evaluate TRIP’s practicality via these key questions:
• Q1: Is TRIP fast enough in practice to accommodate voters
who are willing to spend only a few minutes in a booth?
• Q2: How does TRIP’s registration-phase performance com-
pare to that of state-of-the-art e-voting systems?
• Q3: How does an online voting system using TRIP perform,
and scale with voter population, measuring the full “end-
to-end” (E2E) voting pipeline from setup though tallying?
• Q4: Can voters e�ectively register using TRIP, and protect
veri�ability by identifying a malfunctioning kiosk?
To evaluate Votegral’s computational cost and answer Q2

and Q3, we compare TRIP against three e-voting protocols:
(1) Swiss Post [120], a veri�able secret ballot system used in
Switzerland; (2) VoteAgain [76], a coercion-resistant voting
system based on deniable re-voting; and (3) Civitas [22], a
veri�able and coercion-resistant voting system. Swiss Post’s
voting system represents the state-of-the-art in veri�able
secret-ballot systems, despite lacking coercion resistance.
We chose VoteAgain for its e�cient tallying process, despite
stronger trust assumptions to achieve end-to-end veri�abil-
ity. We compare against Civitas because it is a well-known
coercion-resistant, end-to-end veri�able system based on
JCJ [38, 67, 68, 86–88]. We omit coercion-resistant systems
that rely on cryptographic primitives still deemed impracti-
cal [108], or that we were unable to run despite our e�orts,
including Estonia’s system based on deniable re-voting [35].

7.1 Experimental setup and benchmarks

For §7.2, we run TRIP across four distinct hardware setups:
(L1) a Point-of-Sale Kiosk (Quad-core Cortex-A17, 2GB RAM,
Linaro), (L2) a Raspberry Pi 4 (Quad core Cortex-A72, 4GB
RAM, Raspberry Pi), (H1) a Parallels VM on Macbook Pro
(M1 Max 4 cores, 8GB RAM, Ubuntu 22.04.2), and (H2) a
Beelink GTR7 (AMD Ryzen 7840HS, 32GB RAM, Ubuntu
22.04.4). (L) devices represent resource-constrained systems.
The Macbook Pro serves as our baseline, while the Rasp-

berry Pi and Beelink are compact computational units suit-
able for integration into devices with QR printing and scan-
ning capabilities. The Point-of-Sale Kiosk, used in our user
study [77], includes both computational elements and QR
peripherals (receipt printer and barcode/QR scanner). Due
to issues with the kiosk’s built-in receipt printer, particu-
larly with tearing receipts, we replaced it with a dedicated
EPSON TM-T20III printer with an automatic cutter for eas-
ier receipt handling. To ensure consistency across all de-
vices, we equipped each con�guration with this printer and
a Bluetooth-connected barcode/QR scanner, as wired con-
nections were not compatible across all four con�gurations.
Our end-to-end evaluation in §7.4 simulates the main

phases of an election—Registration, Voting and Tally—while
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Figure 4. Execution latency: (L) represents resource-constrained devices while (H) represents resource-abundant devices.

focusing on computational costs. This focus is because cryp-
tographic primitives usually incur the most expensive com-
putational costs, making these costs a standard metric for
comparing di�erent e-voting systems. For these experiments,
we use Deterlab [14] featuring a bare-metal node with two
AMD EPYC 7702 processors for a total of 128 CPU cores (256
threads) and 256GB RAM. The latency of the Swiss Post sys-
tem represents a realistic benchmark, as it is a government-
approved e-voting system deployed in Switzerland.

7.2 Voter-observable registration latencies

This experiment addresses Q1: whether TRIP’s performance
is adequate for realistic use in environments where voters
typically spend a few minutes each in the privacy booth.
This experiment also explores whether TRIP can operate on
low-cost, resource-constrained, or battery-powered devices.

We scripted TRIP to issue one real and one fake credential
without human involvement, measuring all user-observable
wall-clock delays across all registration phases, including
cryptographic operations, QR code scanning (“QR Scan”),
encoding/decoding (“QR Read/Write”), and receipt printing
(“QR Print”). Since QR printing and scanning are mechanical
components, they introduce unique challenges in latency
measurement. For QR printing, we adapted CUPS [92] to
capture CPU and wall-clock latency from job initiation to
completion. For QR scanning, we measured the time when
TRIP starts to receive data to when it captures the terminat-
ing character. We ran TRIP for 10 consecutive registrations
on each hardware, recording wall-clock and CPU latencies
for each registration component and phase (Figs. 4a and 4b).

First, the maximumwall-clock latency perceived by voters
during registration is under 19.7 seconds on all deployments,
with the longest wall-clock latency for any speci�c registra-
tion process being under 6.5 seconds. In in-person voting, by
comparison, the duration that a voter stays inside a booth
varies greatly, depending on the complexity of the ballot. A
voting time estimator tool [124] states that marking a single-
race ballot—where a voter chooses one candidate among
several—takes between 19 and 44 seconds (90% con�dence
interval). Assuming voters instantly execute the mechanical

tasks, QR printing and scanning, TRIP meets the lower end
of this time range, even on resource-constrained devices.

Second, QR-related tasks signi�cantly contribute to the to-
tal wall-clock latency: QR Printing and scanning account for
at least 69.5% of the time, with a median overhead of 97.5%. In
particular, it takes about 948 milliseconds on average to scan
each QR code across devices. This duration is primarily due
to the time required to transfer QR data (13-356 bytes) from
the scanner to the computational devices. We expect that a
real deployment would use a more suitable barcode/QR scan-
ner, such as the kiosk’s embedded scanner, which scans even
300-byte QR codes almost instantly. Using a more e�cient
scanner could thus reduce the overall registration latency by
about a third, on average, as each registration run currently
takes 7 seconds, on average, to scan QR codes.
Third, we �nd that the resource-constrained devices (L1

and L2) perform up to 19.8% slower than higher-end devices
(H1 and H2). Speci�cally, L1 is the slowest with a wall-clock
latency of 19.7 seconds, while H1 is the fastest at 15.8 seconds.
We attribute this di�erence to the CPU time distribution
shown in Fig. 4b. On average, the CPU latency for resource-
constrained devices is 260% higher than that for higher-end
devices. In particular, QR printing on these devices takes
380% longer than that on higher-end devices. Despite these
signi�cant increases in CPU latency, the overall wall-clock
latency rises only by an average of 16.5%.
In answer to Q1, we �nd that TRIP appears suitable for

environments on time scales comparable to those applicable
to in-person voting, even on resource-constrained devices.

7.3 Registration performance across systems

We now examine Q2: How does registration performance
in TRIP compare to the registration-time costs of other e-
voting systems? This experiment focuses on computational
costs, excluding the I/O-related latencies such as QR code
printing and scanning considered earlier for Q1. We focus on
computation cost for two reasons: TRIP’s I/O-bound phases
lack direct analogs in existing systems, making “apples-to-
apples” comparison impractical; and second, computation
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Figure 5. Comparing Phase Execution across Voting Systems. Swiss Post is end-to-end veri�able but not coercion
resistant. VoteAgain is coercion resistant via deniable re-voting. Civitas implements the JCJ system with coercion resistance
via fake credentials. Due to its quadratic time complexity, we extrapolate Civitas’ latency beyond 104 voters. Each system uses
four shu�ers. As this parameter was not con�gurable in VoteAgain, we ran its mixing and shu�ing processes four times.

cost is a key metric in e-voting research, as cryptographic op-
erations, such as shu�ing, decryption, and zero-knowledge
proof generation and veri�cation, typically dominate and
can be prohibitive for deployment. We compare the crypto-
graphic performance between TRIP, Swiss Post, VoteAgain,
and Civitas, while varying the number of voters.
For TRIP, which includes voter-interaction features like

QR codes, we use a con�guration termed “TRIP-Core” that
omits all QR-related tasks to isolate the cryptographic opera-
tions. Swiss Post provided us with their end-to-end election
simulator, enabling us to run their cryptographic functions.
VoteAgain and Civitas did not require any changes to the
code provided by their respective papers. Figure 5a presents
our per-voter results, which also include data for the voting
and tallying phases, which is later discussed in §7.4.
In the 1-million-voter con�guration, the per-voter regis-

tration latency is 1.2 ms for TRIP, 13 ms for Swiss Post, 0.1 ms
for VoteAgain, and 771 ms for Civitas (Fig. 5a). Accordingly,
TRIP is about two orders of magnitude faster than Civitas,
about one order of magnitude faster than Swiss Post, and
about one order of magnitude slower than VoteAgain. Part of
the gap comes from group choice: Civitas uses large-modulus
primitives, whereas TRIP, Swiss Post, and VoteAgain use el-
liptic curve cryptography, which is generally faster at the
same security level. These results suggest that TRIP lies in
the same performance range as modern e-voting systems.

7.4 End-to-end performance across systems

To address Q3, we broaden our perspective to the full “end-
to-end” e-voting pipeline, comparing Votegral against Swiss
Post, VoteAgain and Civitas. We used TRIP-Core as the reg-
istration component, and the voting and tallying schemes
detailed in Appendix M, extended version [78]. We mea-
sured the execution latency of each phase for con�gurations
ranging from 100 to 1 million voters while maintaining four
talliers. Because tallying in Civitas has quadratic complexity,

we extrapolated its results after 1,000 voters. Figure 5a de-
picts the total execution latency per voter across each phase
(excluding the tally phase in Civitas), and Figure 5b compares
the tally latencies of the four systems.
During the voting phase alone, the per-voter latency for

TRIP, Swiss Post, VoteAgain, and Civitas is 1 ms, 10 ms, 10
ms, and 128 ms, respectively. Voting latency is independent
of voting population in all systems, unsurprisingly, since
this phase is “embarrassingly parallel.” Voting in Votegral
performs an order of magnitude faster than Swiss Post and
VoteAgain, and two orders of magnitude faster than Civitas.

In the tally phase (Fig. 5b), Votegral requires approximately
14 hours for 1 million ballots, compared to 3 hours for VoteA-
gain, 27 hours for Swiss Post and an impractical 1,768 years
(estimated) for Civitas. VoteAgain signi�cantly outperforms,
but it does so under stronger trust assumptions: it assumes a
registration authority that will not impersonate voters (e.g.,
not cast votes on their behalf), and a centralized service nec-
essary to preserve coercion resistance. It also inherits the
standard revoting limitation: if a coercer controls the voter
until the polls close, the voter cannot recover. Civitas’ signi�-
cant tally cost stems from the JCJ �ltering step [61]: pairwise
plaintext-equivalence tests (PETs [58]) to remove duplicate
ballots and to test membership against real credential tags.
While Civitas can improve tally performance by partitioning
voters into groups and tallying each group separately, this
approach reduces the per-group anonymity set—and thus
the coercer’s statistical uncertainty—which weakens coer-
cion resistance. Votegral achieves a signi�cant improvement
over Civitas by leveraging TRIP’s natural constraint on is-
sued credentials and by restricting valid ballots to those cast
with registrar-issued credentials (real or fake), as explained
in Appendix M, extended version [78].

In summary, Votegral outperforms Civitas in “end-to-end”
performance across the pipeline, and is competitive with
other recent systems such as Swiss Post and VoteAgain.
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7.5 Usability studies of TRIP

To address Q4, whether voters can use TRIP and detect a
compromised kiosk, we conducted a usability study with 150
participants in Boston, Massachusetts. Our �ndings, detailed
in our companion paper [77], are summarized below. Our
studies were approved by our institutional review board.
We initially conducted two preliminary user studies in-

volving 77 participants to gain insights on our design.2 This
led to two enhancements in TRIP. First, we replaced a QR
code on the check-in ticket with a barcode, as participants
often mistook it for the kiosk’s �rst printed QR code used
to create real credentials. Second, to remind participants to
pick and scan an envelope after the �rst QR, we added a
matching symbol on the receipt and envelopes, prompting
the voter to select an envelope bearing the same symbol.

In ourmain studywith 150 participants [77], TRIP achieved
an 83% success rate and a System Usability Scale score of 70.4
– slightly above the industry average of 68. Participants found
TRIP just as usable as a simpli�ed one involving only real
credentials. Furthermore, 47% of participants who received
security education could detect and report a misbehaving
kiosk, while 10% could do so without security education.
Assuming each voter has a 10% chance of detecting and re-
porting a malicious kiosk, the probability that such a kiosk
could trick 50 voters without detection is under 1%. For 1000
voters, that drops to a cryptographically negligible 1/2152.

8 Related work

In JCJ [61], the registrar issues a real credential via an ab-
stract untappable channel. The registrar and voter are then
assumed to protect the secrecy of this real credential. TRIP
implements this untappable channel using a paper-based
work�ow utilizing interactive zero-knowledge proofs.

Civitas [22] proposes that voters interact with multiple
registration tellers to reduce trust in any one teller. Asking
real-world voters to interact with several tellers, however,
incurs signi�cant complexity and convenience costs, whose
practicality has never been tested with a usability study. The
election authority also faces the prospect of explaining this
convenience cost to voters with a justi�cation that risks
sounding like: “You must interact with several registration
tellers because you can’t fully trust any of them, although we
hired and trained them and they answer to us.” Election au-
thorities usually want to and are mandated to promote trust
in elections and electoral processes, not to undermine that
very trust! In TRIP, coerced voters avoid such a predicament:
they know they must either trust the kiosk (and realistically
the registrar) not to collude with their coercer, or else comply
with the coercer’s demands—a simpler binary choice.

In Krivoruchko’s work on registration [69, 70], votersmust
generate their real credential, encrypt it, and then provide

2The �rst preliminary study involved 41 PhD students; the second involved

36 individuals from varying locations across Boston, Massachusetts.

the encrypted version to the registrar. This process ensures
that the registrar never obtains the real credential, elimi-
nating the need for the registrar to prove the credential’s
integrity. Nevertheless, this approach has two shortcomings
with respect to coercion resistance: First, voters must pos-
sess a device prior to registration, which the coercer could
have compromised or con�scated beforehand. Second, the
scheme lacks a mechanism that proves to the registrar that
the voter’s device knows the real credential from the en-
crypted version it submits to the registrar. This is essential
to prevent voters from giving the registrar an encrypted ver-
sion of a real credential that was generated by a coercer, thus
rendering the credential inaccessible to the voter.

Prior work used interactive zero-knowledge proofs (IZKP)
for receipt-free in-person voting [3, 4, 19, 59, 80]. Moran and
Noar’s approach [80] relied on DRE machines to place an
opaque shield over part of the receipt and asked voters to
enter random words as a challenge. In contrast, TRIP uses
IZKPs for registration rather than voting, and simpli�es the
process with a design that involves selecting an envelope
and scanning its QR code. TRIP also eliminates the need for
a trusted party to generate ZKP challenges for usability [59],
especially when an adversary targets many voters. As dis-
cussed in Appendix I.3, extended version [78], we do not
deem it necessary to shield the printed commitment from
the voter: it is hard for ordinary users to interpret QR codes
or compute cryptographic functions without electronic de-
vices, a much easier unauthorized use of which is simple
recording (Appendix I.1, extended version [78]).

9 Conclusion

Votegral is the �rst coercion-resistant, veri�able, user-studied
online voting system based on fake credentials, requiring no
trusted device in credential issuance. We �nd that Votegral is
competitive in performance and e�ciency with today’s state-
of-the-art e-voting systems. Formal security proofs con�rm
that TRIP provides individual veri�ability and coercion resis-
tance. Finally, usability studies o�er evidence that Votegral
is understandable and usable by ordinary voters.
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Appendices
The following appendices contain material supplemental to the main paper above. The authors feel that this material may
be useful in understanding certain subtleties of Votegral and its relation to prior work in more detail. Readers are advised,
however, that the material in these appendices has not received the same level of peer review as the main paper.
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A Broader computing systems applications

Ever since early visionaries such as J.C.R. Licklider [74],
generations of technology researchers and engineers have
predicted the positive transformative e�ects that networked,
distributed or decentralized computer systems would have
on the ways people interact socially, from small groups to
entire nations. The USENET was the �rst large-scale decen-
tralized platform that its users called, and widely believed,
would be strongly "democratizing" – at least by virtue of
given everyone with Internet access an "equal" and "uncen-
sorable" platform for speech, communication, and coordi-
nation with others for myriad purposes [55]. Decades later,
after USENET had e�ectively succumbed to a heat death
from uncontrolled spam and been replaced by commercial-
ized platforms, excitement in social media applications in
particular sparked another global wave of optimism about
large-scale computing technologies being "democratizing",
culminating in the short-lived Arab Spring movement [64].
Not long after this movement’s collapse, however, it be-

came increasingly clear that large-scale computing platforms
were just as readily usable as tools of surveillance and con-
trol by anti-democratic actors, as for support or promotion
of democracy or related ideals. Increasing suspicion has

fallen on large-scale platforms for their potential to inter-
fere with democracy in nontransparent and unaccountable
ways, whether intentionally – such as by potentially a�ect-
ing election outcomes through search-engine rankings [37]
– or promoting sensationalistic and radicalizing content in
the blind algorithmic pursuit of human attention and associ-
ated advertising revenue [104] – or generally increasing the
political polarization of a nation by presenting users with in-
formation diets consisting mostly of opinions of their friends
and others they already agree with [43]. A large segment of
the public even in advanced democracies has increasingly
been drawn into a "technology backlash" against large-scale
computing platforms and the companies and personalities
associated with them [63]. In summary, while the early pro-
ponents of large-scale distributed computing technologies
tended to see only positive e�ects on society, hindsight now
paints a much more pessimistic picture.
Even focusing more narrowly on technologies speci�-

cally intended to support and improve democracy, such as
e-voting, boundless optimism has generally turned toward
dark pessimism. Technology-accepting politicians and the
public at large regularly express interest in and even de-
mand the convenience of voting on their favorite mobile
devices, while experts in voting practices and security con-
sistently and nearly-unanimously agree that using e-voting
is extremely risky and not generally recommended at least at
high-stakes, national scales. Worse, large-scale decentralized
computing platforms such as Decentralized Autonomous
Organizations (DAOs) might well be used not as tools of
democracy but rather as weapons against democracy, such
as to buy votes at large scale while exposing the attacker to
little or no risk of accountability or deterrence [9, 109].
Despite this pessimistic climate surrounding computing

technology’s interaction with democracy, there neverthe-
less remains persistent and recurring interest in the idea of
democratic computing systems in various forms: large-scale
distributed or decentralized systems designed to serve and be
accountable to their human user population, and to support
social and democratic coordination and self-organization
in the “one person, one vote” egalitarian characteristic of
democracy. In the recently-burgeoning interest in DAOs, for
example, there has been a signi�cant subcurrent of interest
in democratic DAOs, in which decentralized organizations
operating entirely “on the blockchain” are nevertheless con-
trolled, at least in part, by deliberative decision-making and
voting among their human users. These aspirations always
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run into the fundamental problem of the Sybil attack, how-
ever [33] – namely that our networked computing systems
do not reliably or security "know" what a real human is.
This problem in turn led to a subcurrent of interest in

proof of personhood protocols and mechanisms – attempting
to distinguish real humans from Sybils or bots, in various
fashions [44, 114]. Recent lessons in this space have revealed
the ultimate importance of not only distinguishing humans
from bots, but also of ensuring that participating humans are
representing their own interests and not those of a coercer,
astroturfer, or other vote-buyer. Such attacks were found to
have gradually taken over the Idena proof-of-personhood
system over several years, for example [91]. Thus, when a
proof of personhood is intended to facilitate democractic self-
organization in any fashion, a lack of coercion resistance re-
sults in a gaping vulnerability and invitation to vote-buying
or astrotur�ng, whether at small or large scale.

Beyond merely supporting e-voting in conventional elec-
tions, therefore, we see the work represented by this pa-
per as a potential stepping stone or building block for true
large-scale democratic computing systems in the future: dis-
tributed or decentralized systems governed by, and account-
able to, their users collectively, while assuring that their
voting participants are actually representing their own in-
terests and not someone else’s. While we leave the details
of such democratic-computing applications to future work,
one conceivably-workable approach is to combine TRIP’s
in-person coercion-resistance mechanism with the in-person
practice of pseudonym parties as a proof-of-personhoodmech-
anism, where people obtain one anonymous participation
token each at periodic real-world events [17, 46].
If this key socio-technical hurdle – of identifying real

people acting in their own interests – can be surmounted,
then there is already ample evidence that further develop-
ment could enable distributed computing systems to im-
prove and enhance democracy in numerous other ways long
envisioned but as-yet of limited practicality. Even serious
political philosophers and democratic theorists see this po-
tential, as exempli�ed in Hélène Landemore’s proposal of
open democracy for example [56]. Similarly, for over two
decades there has been a persistent subcurrent of interest
in concepts such as liquid democracy – enabling large num-
bers of users to participate more regularly and directly in
governmental deliberation and voting as their time and in-
terest permits, by participating directly in selected topics or
forums close to their interest while delegating their vote in
other areas to others they trust to represent them, individ-
ually rather than only in large collectives as in traditional
representative democracy [16, 45]. This idea took hold for a
number of years in the German pirate party, which imple-
mented and used this idea for intra-party deliberation via
their LiquidFeedback platform [66] – although they never
adequately solved the conundrum of wishing to support user
anonymity and freedom of choice while ensuring that only

real humans were voting, one per person, and only in their
own interests. Similarly, widespread and increasing inter-
ests in mass online deliberation and scalable participatory
mini-publics [56] shows widely-acknowledged promise to
help make democracy more e�ective and participatory, but
similarly requires as a key building block a mechanism to
ensure that only real humans are registered and participating
in their own interests, free from coercion or vote-buying.
Even the recent furor of global interest and research in

machine learning, arti�cial intelligence, and large language
models in particular, often neglects to observe that these
technologies build on – and are fundamentally dependent
upon – the collective intelligence (CI) of all the human users
who, intentionally or not, created and provided the enormous
global datasets of data that the large AI models were trained
on. Further, the inability to distinguish human-generated
from arti�cially-generated content presents an increasing
threat not only to artists and other content produces [6, 21]
but also to the long-term e�ectiveness and usability of AI
systems such as LLMs themselves [5]. Without being able
to tell what comes from people and what comes from bots,
Sybils, or AIs, we may lose not only the online world’s e�ec-
tive anchor on “truth” or “reality” but also the e�ectiveness
of the very AI systems of such great interest at the moment.

In summary, while we fully believe that coercion-resistant
e-voting along the lines this paper explores is a useful, chal-
lenging, and interesting systems research topic in its own
right, we also see it as ultimately far more relevant in the long
term as a potential enabler for future democratic computing
systems and human-based collective intelligence platforms,
which might conceivably serve and be used by collectives
of all sizes from small groups to entire nations or ultimately
even the global population of networked computing users.

B Registration and voting channels

For clarity of design and exposition, the main paper simplis-
tically assumes that there is a single registration step that is
mandatory for all voters, and that e-voting is the only voting
channel, or supported method of ballot casting.

Deploying Votegral or any e-voting architecture in a real
nation would of course require addressing many important
considerations to integrate and adapt e-voting to that na-
tion’s legal, cultural, and practical environment. These con-
siderations would necessarily include adapting Votegral to
the nation’s prevailing voter registration paradigm, and in-
tegrating Votegral properly with the nation’s pre-existing
voting channels. Addressing such challenges in detail for any
given nation is beyond the scope of this paper, but we brie�y
outline some of the relevant considerations here, with a few
particular nations as illustrative and contrasting examples.
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B.1 Voting across multiple channels

In practice, e-voting is never realistically deployed (at least
nationally) as the sole available voting channel. Instead, e-
voting is generally an opt-in alternative to one or more pre-
existing “base case” channels, such as in-person voting with
paper ballots and/or postal voting. We outline these voting
channel considerations by brie�y examining practices in
three countries: the US, Estonia, and Switzerland.

US:. Although in-person voting by paper ballot remains
the established baseline voting channel throughout most of
the US, all states allow certain voters to request and sub-
mit absentee ballots by post, under conditions varying by
state [81, 95, 126]. Some states allow some or all voters to
join a permanent absentee voting list and obtain mail-in bal-
lots automatically before every election [84]. Eight US states
have adopted postal voting as a primary voting channel, with
other states allowing postal voting for all voters but only in
certain districts or for certain elections [83]. Although the
US has never systematically adopted any remote e-voting
system, many states allow certain citizens, such as military
and those with disabilities, to submit scanned ballots by
e-mail [81]. As a communication channel that is neither
encrypted nor even authenticated by default, this ad hoc

adoption of e-mail as the US’s standard “remote e-voting
system” (while carefully never calling it one) seems to us like
a strikingly worst-of-all-worlds solution to the inevitable
demand for remote e-voting.

Estonia: Estonia introduced e-voting as an opt-in alter-
native to in-person voting with paper ballots in 2005, and its
adoption has gradually increased from 2% to over 50% [116].
Despite e-voting’s popularity in Estonia, casting a paper bal-
lot remains an option. Further, these two alternative voting
channels contribute further to Estonia’s revoting-based ap-
proach to coercion resistance. A paper ballot cast in-person
overrides any e-vote cast remotely by the same person, and
the in-person voting deadline is later than the e-voting dead-
line. A voter who is coerced (or has their e-voting materials
con�scated) all the way though the e-voting deadline, there-
fore, still has the option in principle of casting an uncoerced
ballot in person. The e�ectiveness of this “last line of defense”
against coercion remains limited, however, by the voter’s
practical ability to make an in-person trip to a polling sta-
tion, in secret without the knowledge of the coercer, during
the short time window between the e-voting and in-person
voting deadlines. For voters living outside Estonia or liv-
ing full-time with abusive partners, for example, it seems
unlikely that the in-person backup channel can o�er an ef-
fective defense.

Switzerland: Although Switzerland has so far adopted
e-voting only in a few cantons, this adoption came amidst
a backdrop of two well-established voting channels already
available almost nationwide: namely both in-person voting

and postal voting [75]. Since postal voting was already the
most popular baseline channel in Switzerland before the
adoption of e-voting, the general security and privacy prop-
erties of this postal baseline e�ectively came to de�ne the
“goal posts” for Switzerland’s e-voting program. This histor-
ical development explains in part why coercion resistance
has never been a high priority in Switzerland’s e-voting
program: the public and political circles alike had already
adopted and accepted postal voting almost universally, de-
spite its well-known lack of coercion resistance. Thus, an
e-voting system design without coercion resistance was at
least no less coercion-resistant than the predominant base-
line of postal voting.

B.2 Registering to vote versus for e-voting

The e-voting research literature, and especially that address-
ing coercion resistance using fake credentials [22, 61], typi-
cally assumes that all voters must perform a step generically
called “registration.” In realistic environments supporting
multiple voting channels discussed above, however, the real-
ity of what “registration” might mean is more complex.

In particular, we must distinguish in practice between two
potential forms of “registration”: namely registering to vote,
and registering for e-voting. “Registering to vote” means sign-
ing up to be allowed to cast a ballot in an election at all, by
any voting channel. “Registering for e-voting” means signing
up to use the e-voting channel in particular, as distinguished
from any other available voting channels.

The Votegral architecture makes an important and essen-
tial assumption that voters are required to register in-person
at least for e-voting, in particular acquiring real and fake
credentials for coercion resistance. Votegral makes no sig-
ni�cant assumptions about whether or how voters register
to vote, however. While we generically use the term “regis-
tration” in the main paper for consistency with the e-voting
literature, perhaps a better terms for the in-person step that
Votegral requires might be “e-voting sign-up” or “creden-
tialing” rather than “registration.” The actual requirements
for and considerations surrounding Votegral’s “registration”
stage are more appropriately comparable to that of obtaining
or renewing an identity document at a government o�ce,
and less suitably comparable to “registering to vote” in the
US for example. We next brie�y examine these contrasting
notions of “registering to vote” versus “registering for e-
voting” (credentialing) in the contrasting contexts of Europe
versus the US.

Europe: In most European countries, including the above
examples of Estonia and Switzerland, a standard and ac-
cepted responsibility of government is to maintain an ac-
curate registry of inhabitants: i.e., a database listing who
currently lives where, including basic metadata such as age,
origin, and citizenship. Residents are expected and required
to report when they move into, out of, or between localities,
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for various reasons orthogonal to voting, such as for reliable
communication between the resident and the government,
and for determination of the resident’s tax obligations. Deter-
mining which current residents of some locality are eligible
to vote in which elections is just one more, of many, standard
and required uses of this registry of inhabitants. Since gov-
ernments are expected to “know their inhabitants” anyway,
including residence-address and voting-eligibility metadata,
“registration to vote” is generally automatic throughout Euro-
pean countries. Unlike in the US, voters need not do anything
special to “register to vote”: instead they receive instructions
and materials needed for voting automatically by virtue of
being listed on the appropriate registry of inhabitants.
Votegral’s assumption of in-person “registration” might

therefore seem at �rst glance incompatible with Europe’s
convenient standard of automatic registration to vote. This is
not the case, however, once we correctly identify Votegral’s
“registration” step as registration for e-voting or credentialing.
If Votegral were to be integrated into a European nation’s
election system, in particular, it need not and should not
a�ect the European standard of automatic registration to
vote. Instead, in-person credentialing would be a step re-
quired only for those voters wishing to opt-in to the e-voting
channel in particular, and need not be required of anyone
opting for existing voting channels such as in-person voting
by paper ballot. Thus, in-person registration for e-voting
or credentialing would remain an occasional convenience
cost, but only one imposed on those desiring the option of
using the e-voting channel. Visiting a government o�ce in-
person is often still required occasionally, anyway, for other
security-critical processes such as obtaining or renewing IDs
or passports. European voters could therefore in principle do
their in-person credentialing for e-voting at the same time
as they sign up for or periodically renew other IDs.

US:. In the US, in contrast, voters must normally register
to vote as a separate step, as a prerequisite to casting a ballot
via any voting channel. In states where this mandatory voter
registration step is normally done (or required to be done)
in-person anyway, there is a conceivable opportunity to de-
ploy an e-voting architecture like Votegral without imposing
on voters any “new” obligation to visit a government o�ce
in most cases. US voters in principle could opt-in to Vote-
gral and perform the necessary credentialing for e-voting
immediately after registering to vote, in the same in-person
visit.

Despite this potential short-term opportunity, however,
we do not suggest or endorse such an approach as an ideal
long-term strategy. The US’s requirement of a separate voter
registration step is not only inconvenient to voters, but has
been regularly abused in practice as a method of deliberate
voter suppression [54, 106]. The fact that the roster of reg-
istered voters (often including party a�liation) is publicly
available in many states further exacerbates this weakness.

In particular, any coercer wishing to ensure that certain “un-
desirable voters” do not vote at all need not monitor the
target voters continuously: the coercer need only watch the
public lists of registered voters and threaten “consequences”
if any of the targets’ names ever appear on it. Thus, indepen-
dent of the coercion-resistance properties of any particular
voting channels, the US’s general voter registration paradigm
has a severe and inherent weakness to coercion not to register
at all, at the very least.
The hypothetical adoption of an e-voting architecture

like Votegral in the US would not appear to a�ect these US-
speci�c registration issues either for better or worse in any
obvious way. Votegral would not help address the problem
of voter suppression at registration time, but it would not
appear to exacerbate the problem either. Further, realistic
solutions to the US’s registration-time voter suppression
weaknesses appear to be orthogonal to Votegral and in gen-
eral to any particular voting channel. The obvious solution
is to adopt the European approach of automatic voter reg-
istration: there is no opportunity for coercers to suppress
voters at registration time if all eligible voters are registered
automatically without their taking any speci�c action. This
solution is clearly feasible and requires no new technology
such as e-voting, and hence we argue is important but or-
thogonal to and beyond the scope of this paper.

B.3 Cross-channel coercion considerations

Any election system supporting multiple channels and de-
siring coercion resistance must in general consider coercion-
resistance properties not just within but across channels.
We noted about in Appendix B.1 how Estonia’s design con-
sciously uses in-person voting as a backup channel to e-
voting, including for purposes of coercion resistance.

In general, a voting system may be e�ectively only as
coercion-resistant as its least-coercion-resistant voting chan-
nel, unless the system’s cross-channel interactions are care-
fully designed to avoid this undesirable e�ect. As a purely-
hypothetical negative example, suppose that Switzerland
were to adopt a coercion-resistant e-voting channel such as
Votegral, without addressing the legacy problem that Switzer-
land’s currently-predominant postal-voting channel is not
coercion-resistant. Even if both the e-voting and in-person
voting channels are perfectly coercion resistant, a coercer
could simply demand that a target voter elect postal voting,
and supervise the �lling and mailing of the victim’s postal
ballots. In other words, a voter’s choice of voting channel itself
represents a point of potential vulnerability to coercion.
One way to address this cross-channel issue in general

is to allow votes via less-coercion-resistant channels to be
overridden by votes via more-coercion-resistant channels.
Estonia’s cross-channel design is an example of this design
principle, albeit with important time-based constraints due
to the revoting approach.
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An important challenge with revoting and vote-overriding
in general, however, is ensuring the voting system’s end-to-
end transparency, not just in terms of the veri�ability each
channel provides, but also veri�ability of correct tallying
across channels. If Alice revotes several times using Estonia’s
e-voting channel, then overrides all of those votes by casting
a paper ballot in-person, how do election observers—or the
public at large—know that only Alice’s in-person vote was
counted? If the government makes publicly-available the fact
that Alice cast a ballot in-person, then this defeats coercion
resistance because Alice’s coercer can see that information
as well. If the government keeps this information secret, in
contrast (as Estonia’s must), then the public must appar-
ently “just trust” that Alice’s last e-vote and her in-person
vote are not both counted, no matter how transparent the
e-voting channel alone might be. (Estonia’s current e-voting
channel itself is not veri�able anyway [118], so while this
cross-channel transparency issue is important in general, it
is moot in Estonia’s current practical design.)
In summary, a nation’s registration paradigm, and other

alternative voting channels available, represent important
environmental issues in any conceivable deployment of a
coercion-resistant e-voting system like Votegral. Both the
details of the environment and the appropriate solutions are
necessarily country-speci�c, however, and hence are beyond
the scope of this paper.

C Extensions to the base Votegral system

In this section, we present several extensions to Votegral
that generally improves usability, veri�ability and coercion-
resistance. All of these extensions are optional, however, and
might be omitted from a deployment due to the complexity
they add or for other technical or policy reasons.

C.1 Voting history review and veri�cation

The use of fake credentials in principle allows voters to see a
record of how they voted in recent elections with a particular
credential (real or fake). Being able to see later how one voted
is an obvious feature often desired in e-voting systems, but is
usually not allowed due to receipt-freeness concerns [13]. In
the case of TRIP, however, allowing voters to see how they
voted in the past does not constitute a receipt or compromise
coercion resistance, because the record of votes cast with a

particular credential does not leak the crucial single bit of
information of whether this is was a real or fake credential,
and hence whether these votes actually counted or not.

From a cryptographic perspective the ability to view past
votes does not a�ect TRIP’s security properties such as veri�-
ability: e.g., TRIP remains veri�able even if the VSD does not
allow voters to view their past votes. Nevertheless, we feel
that allowing voters to view their past votes can improve the
perception of transparency in the voting process, and in this
way can provide a useful psychological bene�t towards the

acceptance of an e-voting system, and the acceptance of the
results of any given election. Such psychological e�ects of
viewing voting history remain to be studied systematically,
however.
Furthermore, this approach actually o�ers a veri�ability

advantage, as each vote can be accompanied by a receipt
proving the ballot contains that vote. Voters could use a sec-
ond device to verify the accuracy of their vote not only for
the current election but also for all previous ones. Addition-
ally, even if a second device is not available immediately, a
new device purchased later can verify the integrity of votes
cast on the previous device(s).

Voters can also request the election authority to reveal all
previous votes cast with a credential stored on their device.
To accomplish this, the voter’s device proves ownership of
the credential to each election authority member and re-
quests veri�able decryption shares of the ballots cast with
it. The voter’s device then reconstructs the vote using the
decryption shares while verifying its integrity. Importantly,
this process does not disclose the vote to any election author-
ity members since the reconstruction is performed locally,
on the voter’s device.

C.2 Reducing the credential exposure window

The voter’s real credential is vulnerable in two places: during
transport on the printed receipt and at the issuing kiosk.
To mitigate transport risks, envelopes are designed with
a hollow section that conceals the con�dential QR codes
when the receipt is inserted. A transparent window reveals
only the non-con�dential second QR code, which contains
check-out material, preventing exposure of the entire receipt.
At the kiosk, exposure can be addressed using the signing
keypair to sign votes when they are posted on the ledger.
Voters’ devices monitor the ledger to detect if a vote was
cast using the signing keypair it holds. Coercion resistance
is preserved because 2pc is a non-deterministic encryption of
2pk so releasing 2pk publicly reveals nothing about whether
a particular 2pc contains 2pk.
However, impersonation creates inconvenience for vot-

ers, who must contest fraudulent votes with the election
authority. To avoid this, another approach enables voters’
devices to sign a newly generated key pair (2̂sk, 2̂pk) with
their kiosk-issued key pair. The device then publicly dis-
closes the signature, along with the new public key 2̂pk, al-
lowing only votes cast with 2̂pk to be tallied. This process
e�ectively transfers voting rights from the kiosk-generated
key pair to the device-generated one. Additionally, it enables
voters to port their credentials to new devices, rendering the
old device’s credential unusable. Both approaches apply to
fake credentials since they are also just signing key pairs.
The tallying process would then use this intermediary table
(post-shu�ed) to link credentials on the voting log with the
credentials on the registration log.
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C.3 Resisting extreme coercion scenarios

A signi�cant challenge with remote voting systems is han-
dling voters under practically constant coercion (e.g., by an
abusive spouse). In TRIP, such voters might struggle to hide
their real credential from a coercer who could, for example,
conduct a complete physical search immediately after regis-
tration. TRIP can allow these voters to delegate their voting
rights to a well-known entity, like a political party, while
leaving the booth with only fake credentials. Thus, when the
coercer searches the victim, all credentials found are fake,
although the victim of course claims that one of them is real.
This approach unavoidably requires voters under extreme
coercion to trust the kiosk, however, as these voters can
retain no material evidence that the kiosk acted honestly.
We envision the kiosk asking voters if they believe they

cannot cast their intended vote outside the booth (e.g., lack-
ing a device outside a coercer’s control). If the voter ac-
knowledges, the kiosk prompts them to delegate their vote
by selecting a political party they align with. The kiosk then
encrypts the political party’s preloaded public key (P), which
becomes this voter’s blinded public credential tag. This pro-
cess does not require the kiosk to have the private key for
P, eliminating any exposure of the party’s credential private
key to the registrar. Each political party’s vote will then be
counted for each voter who delegated their vote to that party.

D Formal system and threat models

D.1 System Model

The Votegral architecture involves the following key actors.
Ledger. The ledger L is an append-only, always available,
publicly accessible data structure. It includes three “sub-
ledgers”, the Registration Ledger L' , the Envelope Com-
mitment Ledger L� , and the Ballot Ledger L+ . We idealize
the ledger as a tamper-evident, globally consistent view with
perfect access: All actors observe the same authentic ledger
state, and any tampering (e.g., denials, alterations, or view
manipulations) is detectable with overwhelming probability.
This assumption abstracts away consensus, allowing us to
focus on e-voting security de�nitions. In practice, ledger
integrity holds under honest-majority assumptions with de-
centralized querying and well-decentralized nodes.
Registrar. The registrar R enrolls eligible voters from a
given electoral roll V. The registrar consists of: (1) kiosks
K = { 1, . . . ,  = }, each in a privacy booth, which issue
voters credentials; (2) envelope printers P = {%1, . . . , %=% },
which issue the envelopes that the voters use during cre-
dentialing; and (3) registration o�cials O = {$1, . . . ,$=$ },
represented by their o�cial supporting device (OSD), who au-
thenticate voters and authorize their credentialing sessions.
Voters. Voters on the electoral roll V =

{

+1, . . . ,+=+
}

who
interact with the system to register and vote. Voters obtain
their credentials in-person at the registrar, and activate them
on their voter supporting device (VSD) to cast ballots on a

Adv.

Device
Ledger Authority OSD Kiosk

Envelope

Printers

VSD w/ Cred.

Real Fake

Integrity Yes* All Yes† Yes† Yes† No No

Privacy Yes =� − 1 Yes Yes Yes No Yes

Coercion Yes =� − 1 No No No No‡ Yes

Table 1. Threat Model: This table depicts an adversary’s
ability to compromise a device and the entity or credential
it represents.
* The ledger can be compromised but since all actors observe the same

authentic ledger state, any tampering (e.g., denials, alterations, or view

manipulations) is detectable with overwhelming probability.
† The risk of the adversary compromising voter registration (see Section

5, Appendix F.3), is small per registration, and becomes negligible when

considering the combined probability across registrations.
‡ If voters cannot conceal their device from a coercer, they can entrust their

real credential to a trusted third party to cast votes on their behalf.

ledger. VSDs periodically monitor the ledger to inform voters
of relevant updates, such as a successful registration session.
Authority. The election authority A =

{

�1, . . . , �=�
}

con-
sists of =� members who jointly process the ballots cast on
the ledger to produce a publicly veri�able tally. The authority
also manages election logistics, sets policy, and is ultimately
accountable to the public.

D.2 Threat Model

We de�ne three adversaries corresponding to speci�c sce-
narios: integrity I, privacy P and coercion C.3 Table 1 illus-
trates which actors, represented by their device for added
granularity, each adversary may compromise. We assume
that all adversaries are computationally bounded, crypto-
graphic primitives are secure, and communication channels
are secure (e.g., via TLS), unless stated otherwise.
Integrity. Integrity adversary I’s goal is to manipulate the
election outcome without detection, as any detected inter-
ventions could undermine public con�dence in the results.
I cannot compromise the electoral roll nor the VSDs.4

Privacy. P’s goal is to reveal a voter’s real vote to, for ex-
ample, target speci�c voters with personalized political ad-
vertising to in�uence their vote in future elections [101]. P
can compromise all but one authority member.5 P cannot
compromise the VSDs containing voters’ real credentials.
Coercion. Unlike P, the coercion adversary C aims to pres-
sure voters overtly into casting the coercer’s vote. C’s objec-
tive is to determine whether the targeted voters complied
with their demands, which may involve demanding voters

3An availability adversary seeking to deny service is also relevant, but we

assume this issue is addressed by the use of high-availability infrastructure.
4Works such as [12, 24] address the latter problem using a cast-as-intended

veri�cation mechanism.
5This notion is common in electronic voting literature [61, 120] and in

privacy-enhancing systems in general [47, 110].
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Symbol Description

�,@,6 A cyclic group� of order @ with generator 6

A,O,K,P,V Authority, O�cials, Kiosks, Envelope Printers, Electoral roll

=�, =$ , = , =% Number of Authorities, O�cials, Kiosks, Envelope printers

L,L' ,L� ,L+ Ledger and Registration, Envelope & Voting (sub-)ledgers

+83 , 2pc, 2pk, 2sk Voter’s identi�er, Public Credential, Public & Private Keys

2, 2̃pk, 2̃sk A credential, A fake credential’s Public and Private Keys

E, =� , =2 Envelope challenges and number of envelopes & credentials

g, BA: MAC authorization tag, O�cial & kiosk shared secret key

OSD, VSD Registration o�cials and Voters’ supporting devices

C8=, C>DC , @2 , @A Check-In & Check-Out Tickets, Commit & Response Codes

Table 2. Scheme Notations.

TRIP (_, (� , @, 6), + , L,A, O,K, P, E, BA: )

1 : $, ← + (O,K)% Voter-chosen/given o�cial and kiosk

2 : C8= ← (+83 , _) ← CheckIn($, , BA: ,+83 )

3 : 2 ← (@2 , C>C , @A , 4) ← ((+83 , 2pc, .2 , f:2 ), (+83 , 2pc,  , f:>C ),

(2sk, A ,  , f:A ), (%, 4, f? ))

← RealCred(_, (�,@, 6),  ,Apk, E, C8=)

4 : e← {4}; c← {2} % Used challenges; credentials set

5 : for 1 to (=2 ← + ()) − 1 do % Voter-chosen # credentials

6 : 2̃ ← FakeCred(_, (�,@, 6),  ,Apk, E⊖e, C>C )

7 : c⇐ 2̃; e⇐ 2̃ [4]

8 : 2E ← + (c) % Voter-chosen credential for check-out

9 : L← CheckOut($,L,K, 2E [C>C ])

10 : for 8 to =2 do

11 : L← Activate(L,+ , c8 )

Figure 6. TRIP Registration process for a prospective voter.

to cast C-dictated ballots, or reveal their real credential. C
inherits the same capabilities as P, meaning it can compro-
mise all but one authority member, and cannot compromise
the VSD containing the voter’s real credential. Addition-
ally, C cannot compromise the registrar nor observe the
communication channel between the voter and the kiosk.
While side-channel attacks are out-of-scope, we discuss them
brie�y in Appendix L, extended version [78]. As is typical in
coercion-resistant e-voting systems [22, 61], we assume that
the communication channel used by voters to cast their real
vote is anonymous, at least to the extent of not being moni-
tored by the coercer. Otherwise the coercion adversary could
simply demand that the voter never communicates with the
ledger, and monitor all of the voter’s communication in order
to enforce that demand.

E Formal TRIP registration protocol

This section presents TRIP, formally described in Fig. 6.

Notation. For a �nite set ( , B ←$ ( denotes that B is sampled
independently and uniformly at random from ( . The symbol
⊖ represents exclusion from a collection of elements. We
denote 0 ⇐ 1 as appending 1 to 0, 0∥1 as concatenating 1
with 0, x as a vector of elements of type G , and x[8] as the 8th
entries of the vector x. We use ⊤ and ⊥ to indicate success
and failure, respectively. Variables used throughout the TRIP
scheme are summarized in Table 2.
Primitives.TRIP requires (1) the ElGamal encryption scheme
EG, (2) a distributed key generation scheme DKG, (3) a EUF-
CMA signature scheme Sig, (4) a secure hash function H,
(5) a message authentication code schemeMAC, and (6) an
interactive zero-knowledge proof of equality of discrete log-
arithms ZKPoE. We de�ne these primitives below.

E.1 Cryptographic primitives

Distributed Key Generation Scheme. TRIP uses a dis-
tributed key generation protocol DKG [47] that inputs a
group description (�,@, 6)—a cyclic group � of order @ with
generator 6—and the number of parties = and creates a pri-

vate and public key pair for each party (%
sk
8 , %

pk
8 ) and a col-

lective public key %pk:
{

%
sk
8 , %

pk
8

}

, %pk ← DKG(�, ?,6, =),

such that %
pk
8 = 6%

sk
8 where %

sk
8 ←$ Z@ , %

pk
=

∏=
8=1 %

pk
8 .

ElGamal Encryption Scheme. This scheme is parame-
terized by a cyclic group � of prime order @ and a ran-
dom generator 6; and consists of the following algorithms:
EG.KGen(�,@, 6) which takes as input the group de�nition
and outputs a public key pk along with a private key sk

such that pk = 6sk where sk ←$ Z@ ; a randomized en-
cryption algorithm EG.Enc(pk,<) which inputs a public
key pk and a message < ∈ � and outputs a ciphertext
� = (�1,�2) = (6

A , pkA<) for A ←$ Z@ ; and a determinis-
tic decryption algorithm EG.Dec(sk,�) which takes as input
a private key sk and a ciphertext � and outputs a message

< = �2 (�
sk
1
)−1.

Signature Scheme.TRIP uses a EUF-CMA signature scheme
de�ned by the following three algorithms: a randomized key
generation algorithm Sig.KGen(1_) which takes as input the
security parameter and outputs a signing key pair (sk, pk);
a signing algorithm Sig.Sign(sk,<) which inputs a private
key and a message < ∈ {0, 1}∗ and outputs a signature
f ; a signature veri�cation algorithm Sig.Vf (pk,<, f) which
outputs ⊤ if f is a valid signature of< and ⊥ otherwise; and
an algorithm Sig.PubKey(sk) that takes as input a private
key sk and outputs the corresponding public key pk.
Hash. TRIP utilizes a cryptographic secure hash function H,
for which the output is 2_ bits, for security parameter _.
Message Authentication Code. TRIP uses a message au-
thentication code scheme de�ned by the following two al-
gorithms: a probabilistic signing algorithm MAC.Sign(:,<)

which takes as input a (secret) key : and a message< and

859

https://arxiv.org/abs/2202.06692


TRIP: Coercion-resistant Registration for E-Voting SOSP ’25, October 13–16, 2025, Seoul, Republic of Korea

Setup(_,V, (�, ?,6), =�, =$ , = , =% , =�)

1 : L← ∅

2 :

{

�
sk
8 , �

pk
8

}

,Apk ← DKG(�, ?,6, =�)

3 :

{

$8 ,  8 , %8 ← Sig.KGen(1_)
}

0≤8<=$ ,0≤8<= ,0≤8<=%

4 : L' ←
{

V
83
8

}

8∈V

5 : E← {% 9 ←$ P; 48 ←$ Z@ ;

L� ⇐ (%
pk
9 ,H(48 ), Sig.Sign(%

sk
9 ,H(48 )))}0≤8<=�

6 : BA: ← {0, 1}
_

Figure 7. Setup Procedure for the ledger, the authority mem-
bers, the o�cials, the kiosks and the envelope printers with
envelope issuance. The secret BA: is shared between o�cials
and kiosks.

outputs an authorization tag g ; and a deterministic veri�-
cation algorithmMAC.Vf (:,<, g) which takes as input the
(secret) key : , the message < and the authorization tag g
and outputs either ⊤ for accept or ⊥ for reject.
Zero-Knowledge Proof of Equality. TRIP employs an
interactive zero-knowledge proof of equality of discrete log-
arithms [20] ZKPoE so that a prover P can convince a veri�er
V that P knows G , given messages ~ ≡ 6G

1
(mod ?) and I ≡ 6G

2

(mod ?) without revealing G . In interactive zero knowledge
proofs, the veri�er V must provide the challenge only after

the prover P has computed and provided the commit to V.

E.2 Setup.

Setup (Fig. 7) initializes the core system actors (Ledger, Au-
thority, and Registrar). Prior works often include registration
as part of a broader setup process, but we separate it to de-
lineate registration cleanly:
• The ledger L becomes available and made accessible to all
(including third) parties. To delineate the di�erent types
of recorded events, we introduce sub-ledgers: L' , L� , and
L+ , which are dedicated to storing registration sessions,
envelope data, and votes, respectively.
• The authority members A run DKG, outputting a private,

public keypair for each authority member (�
sk
8 , �

pk
8 ) and

a collective public keyApk which is made available to all
parties.Apk must be a generator of �@ .
• Each registrar actor (OSDs, kiosks & printers) generates
their own private and public key pair using Sig.KGen(1_).
The registrar uses the electoral roll V to populate L'

with each voter’s unique identi�er + 838 . The printer is-
sues at least =� > 2 |V| + _E |K| envelopes E, where con-
stant 2 ≥ 2 represents the authority’s estimate of the
number of envelopes each voter consumes and _E is a

CheckIn($, , BA: ,+83 )

OSD($, BA: ,+83 ) Kiosk( , BA: , C8=)

1 : gA ← MAC.Sign(BA: ,+83 ) (+83 , gA ) ← C8=

2 : C8= ← (+83 , gA ) MAC.Vf (BA: , gA ,+83 )
?
= ⊤

Figure 8. Check-In. The o�cial’s device issues check-in
ticket and kiosk veri�es authenticity of check-in ticket.

security parameter detailed in Appendix F.1, which repre-
sents the minimum number of envelopes required in each
booth. If authorities underestimate the average consump-
tion of envelopes, P can issue additional envelopes.6 Each

envelope contains the printer’s public key %
pk
8 , a crypto-

graphic nonce 4 ←$ Z@ , and a signature on this nonce
f? ← Sig.Sign? (H(4)). For each envelope, the printer also

publishes (%
pk
8 ,H(4), f? ) to the ledger L� . The o�cials O

and kiosksK generate a shared secret key BA: to create and
verifyMAC tags that authorize voters access to a kiosk.

E.3 Check-In.

Upon successful authentication at Check-In (Fig. 8), the OSD
issues the voter a check-in ticket, C8= , consisting of the voter’s
identi�er, +83 , and an authorization tag, gA , on +83 .

7

The kiosk validates the authorization tag, gA , when the voter
presents their ticket C8= (Fig. 8).

E.4 Real credential.

The kiosk now issues the voter their real credential while
proving its correctness (Fig. 9a). The kiosk �rst generates
the voter’s real credential’s private and public keys (2sk, 2pk)
and ElGamal encrypts 2pk using the authority’s public key
Apk to obtain the voter’s public credential 2pc. To prove that
2pc encrypts 2pk without revealing the ElGamal randomness
secret G (to enable the construction of fake credentials later),
the kiosk, as the prover, and the voter, as the veri�er, run
an interactive zero-knowledge proof of equality of discrete
logarithms:8 ZKPoE�1,- {(G) : �1 = 6

G∧- = AG
pk
}. The kiosk

�rst computes the commits .1 = 6
~ , and .2 = A

~

pk
for ~ ←$

Z@ and prints the commit @2 containing the voter’s public
credential 2pc, the commits .2 = (.1, .2), and a signature
f:2 on (+83 ∥2pc∥.2 ). The voter then supplies the kiosk with
an envelope �8 ←$ E containing the challenge 4 . The kiosk

6 Unlike paper ballots, envelopes do not expire, allowing unused ones to

be saved for future registrations. This longevity property mitigates the

steady-state cost of maintaining an abundant supply of envelopes.
7For usability, as discussed in §7.5, we use a barcode instead of a QR code,

and due to storage constraints in a barcode, we use MAC instead of Sig.
8For cryptographic purposes, we equate the voter with the veri�er. However,

in reality, the voter only observes the order in which QR codes are printed

on the receipt without needing to understand them. The voter’s device is

responsible for checking the actual proof transcripts.
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RealCred(_, (�,@, 6),  ,Apk, E, C8=)

Kiosk(_, (�,@,6),  ,Apk, E, C8= ) Voter
1 : (+83 , _) ← C8= % Check-In Ticket

2 : (2sk, 2pk ) ← Sig.KGen(1_ ) % Real Credential

3 : G ←$ Z@ ; - ← A
G
pk % ElGamal secret

4 : 2pc ← (�1,�2 ) ← (6
G , - · 2pk ) % Public Credential

5 : ~ ←$ Z@ ;.2 ← (.1, .2 ) ← (6
~ ,A

~

pk
)% ZKP commit

6 : f:2 ← Sig.Sign( sk,+83 ∥2pc ∥.2 ) % Commit Signature

7 : @2 ← (+83 , 2pc, .2 , f:2 ) % Commit

8 :
@2

9 : �8 ←$ E

10 :
�8

11 : (%pk, 4, f? ) ← �8 % ZKP challenge

12 : A ← ~ − 4G % ZKP response

13 : f:>C ← Sig.Sign( sk,+83 ∥2pc ) % Check-Out Signature

14 : f:A ← Sig.Sign( sk, 2pk ∥H(4 ∥A ) )

15 : C>C ← (+83 , 2pc,  
pk, f:>C ) % Check-Out Ticket

16 : @A ← (2sk, A ,  
pk, f:A ) % Response

17 :
C>C

18 :
@A

(a) Real Credential Creation Process. Voter and kiosk follow a sound

zero-knowledge proof construction.

FakeCred(_, (�,@, 6),  ,Apk, E⊖e, C>C )

Kiosk(_, (�,@,6),  ,Apk, E⊖e, C>C ) Voter
1 : (+83 , 2pc, _, _) ← C>C % Unpack Check-out Ticket

2 : (2̃sk, 2̃pk ) ← Sig.KGen(1_ ) % Fake Credential

3 : (�1,�2 ) ← 2pc % Unpack Public Credential

4 : -̃ ← �2/2pk % Derive ElGamal secret

5 : �I ←$ E⊖e

6 :
�I

7 : (%pk, 4, f? ) ← �I % ZKP challenge

8 : ~ ←$ Z@ % ZKP commit

9 : .2 ← (.1, .2 ) ← (6
~�41 ,A

~

pk
-̃4 ) % ZKP commit

10 : A ← ~ % ZKP response

11 : f:2 ← Sig.Sign( sk,+83 ∥2pc ∥.2 )

12 : f:A ← Sig.Sign( sk, 2̃pk ∥H(4 ∥A ) )

13 : @2 ← (+83 , 2pc, .2 , f:2 )

14 : @A ← (2̃sk, A ,  
pk, f:A )

15 :
@2

16 :
C>C

17 :
@A

(b) Fake Credential Creation Process. Voter and kiosk follow an

unsound zero-knowledge proof construction. Envelopes cannot be

reused.

Figure 9. Voting Credential Creation Process.

�nally computes the response A = ~ − 4G , the signatures f:>C
and f:A , and prints the check-out ticket C>C and response @A .

At this stage, the voter observes that the process adheres to
the Σ-protocol sequence: commit, challenge, response. If the
voter detects and reports an anomaly, we expect the registrar
or some other authority to direct the voter to another kiosk
and inspect the one reported, as detailed in Appendix F.3.5.
After successful registration, the voter’s device later veri�es
the computational correctness of the credential.

E.5 Fake credentials.

To create a fake credential (Fig. 9b), the kiosk generates a
new credential (2̃sk, 2̃pk) and falsely proves that the public
credential 2pc encrypts 2̃pk. The kiosk �rst derives the “new”

ElGamal secret -̃ ← �2/2̃pk. The kiosk has no knowledge

of an G̃ that satis�es -̃ = AG̃
pk
, requiring one to solve the

discrete logarithm problem. Instead, the kiosk and the voter
follow an incorrect proof construction sequence that violates
soundness without a�ecting correctness. In this sequence,
the voter �rst supplies a new envelope �I ←$ E⊖e to the
kiosk, where e are the previously used envelopes/challenges.
Then, the kiosk uses the new challenge 4 to compute a ZKP

commit (.1, .2) ← (6
~�4

1
,A

~

pk
-̃ 4 ) for some ~ ←$ Z@ and

the ZKP response A ← ~. The kiosk �nishes by computing
signatures f:2 and f:A and printing the commit @2 , check-
out C>C , and response @A sequentially, where C>C is identical

(both in content and visually) to the one in the real credential
process. The voter can repeat this process for any number of
desired fake credentials (within reasonable limits mentioned
in §3.2).

E.6 Check-Out.

At check-out (Fig. 10), the o�cial uses their OSD to scan
the credential shown by the voter. The voter shows this
credential in the transport state (Fig. 2c), which reveals the
contents of the check-out ticket C>C .

TheOSD�rst checks the credential’s authenticity by check-
ing the kiosk’s public key pk ∈ Kpk, and verifying the signa-
ture f:>C . The OSD then provides its stamp of approval with
a digital signature f> on the voter’s identi�er+83 , the voter’s
public credential 2pc and the kiosk’s signature f:>C . Finally,

OSD updates the ledger entry+83 with (2pc,  
pk, f:>C ,$

pk, f> ).
Once updated, the ledger L performs the necessary checks
and the VSD noti�es the voter about their recent registration
with information on how to report any irregularities.

E.7 Activation.

During activation (Fig. 11), the voter uses their VSD to scan
a credential in the activate state (Fig. 2d). This reveals the
commit @2 , envelope 4 , and response @A ; the check-out ticket
C>C is not visible. VSD then veri�es the integrity of the creden-
tial by (1) verifying the signatures (f:2 , f:A , f? ), (2) deriving
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CheckOut($,L,K, C>C )

OSD($,L,K, C>C )

1 : (+83 , 2pc,  
pk, f:>C ) ← C>C % Check-Out Ticket

2 :  pk ?
∈ Kpk; % Authorized?

3 : Sig.Vf ( pk, f:>C ,+83 ∥2pc)
?
= ⊤ % Verify Signature

4 : f> ← Sig.Sign($sk,+83 ∥2pc∥f:>C ) % O�cial Approval

5 : L' [+83 ] ← (2pc,  
pk, f:>C ,$

pk, f> ) % Update Ledger

VSD(L,+ )

6 : Notify(+83 ) % Notify Voter

Figure 10. Check-Out. The o�cial approves the voter’s
registration session, publishing on the ledger their signature,
the kiosk’s signature and the voter’s public credential. The
ledger veri�es signatures and the VSD monitoring the ledger
noti�es the voter.

Activate(L,+ , 2)

VSD( (�,@,6),L,+ , 2 )

1 : ( (+ ′83 , 2pc, .2 , f:2 ), _, (2sk, A ,  
pk, f:A ),

(%pk, 4, f? ) ) ← (@2 , _, @A , 4 ) ← 2 % Unpack Credential

2 : 2pk ← Sig.PubKey(2sk ) % Get Public Key

3 : Sig.Vf ( pk, f:2 ,+
′
83 ∥2pc ∥.2 )

?
= ⊤ % Receipt Integrity Check 1

4 : Sig.Vf ( pk, f:A , 2pk ∥H(4 ∥A ) )
?
= ⊤ % Receipt Integrity Check 2

5 : Sig.Vf (%pk, f? , � (4 ) )
?
= ⊤ % Envelope Integrity Check

6 : (�1,�2 ) ← 2pc; - ← �2/2pk % Derive ElGamal Secret

7 : (.1, .2 ) ← .2 % Extract ZKP commitments

8 : .1
?
= 6A�41 ; .2

?
= A

A
pk-

4 % Verify ZKP

9 : (2′pc,  
′pk, f:>C ,$

pk, f> ) ← L' [+83 ] % Voter Reg. Session

10 : 2′pc
?
= 2pc ∧ 

′pk ?
=  pk ∧+ ′83

?
= +83 % Verify Public Cred & Actors

11 : 4
?

∉ L� [H(4 ) ]; L� [H(4 ) ] ← 4 % Challenge Unused & Append

Figure 11. Credential Activation. Veri�es the integrity of
the credential: if any procedure with fails, then the process
aborts. Upon success, the VSD stores the credential’s private
key 2sk.

the ElGamal secret - and verifying the ZKP, (3) checking
whether the public credential 2pc matches the public creden-
tial on the ledger 2′pc, and (4) checking via the ledger L� that
the challenge 4 has not already been used. Upon success,
the device publishes the challenge 4 on L� and stores the
credential 2sk for future voting. The device publishes the
envelope challenge on the ledger for integrity, ensuring that
the challenges are unique. Upon failure, the VSD reports
the o�ending actor that results from the failure check, and
instructs the voter to re-register.

• 28
sk
, 28pc, %

8 ,L' ← RealCred(L' ,Rsk,V
83
8 , _) : takes as input the ledger

L' , the registrars’ private keyRsk , a voter’s identi�erV
83
8 and a security

parameter _ and outputs the voter’s private and public credential 28
sk
and 28pc ,

correctness proofs %8 and an updated registration ledger L' . For simplicity,
RealCred incorporates the CheckIn and CheckOut processes required in
TRIP.
• c

8
5
, P8 ← FakeCreds(Rsk,V

83
8 , 2

8
pc, =5 , _) : takes as input the registrar’s

private key 'sk , the voter’s identi�erV
83
8 , the voter’s public credential 28pc ,

the number of fake credentials =5 ∈ N, and a security parameter _ and

outputs =5 fake credentials c8
5
and =5 proofs of correctness P8 .

• >DC,L' ← Activate(L' , 2, % ) : takes as input the registration ledger L' ,
a credential 2 and the credential’s correctness proof % and outputs >DC ∈
{⊤,⊥} and an updated registration ledger L' .

• L+ ← Vote(csk,)pk, =" , �=* ,=� , _) : takes as input the set of credentials
csk , the talliers’ public key )pk , the candidate list =" , and a probability

distribution �=� ,=" over the possible (voter, candidate) pairsa . It appends

a TRIP-formatted ballot for each credential in csk to the ledger L+ .

• (-, % ) ← Tally()sk,L, =" , _) : takes as input the talliers’ private key)sk ,

the ledgerL, the candidates=" , and a security parameter _ and outputs the
tally - and a proof % showing that the talliers computed the tally correctly.

• (-, % ) ← Ideal-Tally()sk,L, =" , _) : takes as input the talliers’ private

key)sk , the ledger L, the candidates =" , and a security parameter _ and
outputs an ideal-tally- and a proof % . This algorithm, as de�ned in JCJ and
only used in the ideal game, di�ers from Tally by not counting any ballots
cast by the adversary if the bit 1 = 0.

aThis distribution captures the uncertainty of honest voters’ choices, which

impairs the adversary’s ability to detect coercion.

Figure 12. TRIP API.

Notation Description

R Registrar (combines kiosks, envelope printers and o�cials)

-, %," Tally & Tally Proofs, Voting options

�2 , �E Probability distribution of chosen # credentials and votes

C,V� , 9, V Coercer, C-controlled voters, C-target voter, C-intended ballot

=29 , stC C-target number of total credentials, C (adversarial) state

=+ , =C , =" Number of voters, controlled voters and voting options

Table 3. Proof Notations.

We present the voting and tallying scheme in Appendix M,
extended version [78].

F Formal proofs

We formally prove that TRIP satis�es coercion-resistance
and individual veri�ability, and provide a proof sketch for
the privacy adversary. Tables 2 and 3 show our notation and
summarize our variables.
TRIP API. We �rst rede�ne the TRIP API (Fig. 12), where
algorithms append to a ledger instead of submitting to it.
Since the registrar is either all malicious (integrity, privacy)
or all honest for coercion, we denote R to represent the
kiosks, registration o�cials and the envelope printers.

F.1 Coercion resistance

We prove that TRIP is coercion-resistant by showing that
the di�erence between C’s winning probability in a real
game – representing the adversary’s interactions with our
system – and in an ideal game – representing the desired
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Game C-Resist-IdealC
′,1 (_,V,R,A, ", =C)

1 : VC ,
{

=82
}

1≤8≤|+C |
, stC′ ← C

′ (V, “Choose controlled voter set”)

2 : L
� � � ,L� , =+ , =" , =

′
C ← ∅, ∅, |V |, |" |, |VC |

3 : ( 9, V, stC′ ) ← C
′ (stC′ , “Pick target voter and their parameters”)

4 : if =′C ≠ =C or 9 ∉ {1, 2, ..., =+ } \ V� then abort

5 : for 8 = 1 to =+ do % All voters — real credential

6 : 28sk, 2
8
pc, _,L

� � �
'
← RealCred(L

� � �
'

,Rsk,V
8
83 , _)

7 : if 8 ∈ V \ (V� ∪ { 9 }) do % Honest voters — fake credentials

8 : c̃
8
sk, _← FakeCreds(Rsk,V

8
83 , 2

8
pc, �

2
1,[0,inf ] , _)

9 : _,L� ⇐
{

Activate(L� , 2̃
8
sk )

}

1≤8≤|c̃|

10 : if 1 = 0 then % Target voter evades — casts real vote

11 : 2̃
9

sk
, _← FakeCreds(Rsk,V

9

83
, 2
9
pc, 1, _)

12 : _,L� ⇐
{

Activate(L� , 2
9

sk
),Activate(L� , 2̃

9

sk
)
}

13 : L
� � �
+
⇐ Vote(2

9

sk
,Apk, ", V, _)

14 : 2C′ ← 2
9

sk
% Target voter always releases their real credential

15 : L
� � �
+
⇐

{

Vote(28sk,Apk, ", �
E
=+ −=� ,="

, _)
}

8∈V\{VC∪9 }

16 : L
� � �
+
⇐ C′ (stC′ ,L

� � �
'

, 2C′ ,
{

28sk

}

8∈V�

, _, “Coercer casts ballots”)

17 : (X, _) ← Ideal-Tally(Ask,L
� � �
+

, ",L
� � �
'

, _)

18 : 1′ ← C′ (stC′ ,X,L� , “Guess 1”)

19 : return 1′ = 1

Figure 13. Game C-Resist-Ideal. The TRIP ideal game
for coercion-resistance, adapted from JCJ, that considers the
adversary’s probabilistic knowledge of honest voters’ fake
credentials. Notations are de�ned in Tables 2 and 3, TRIP
API in Fig. 12.

level of coercion-resistance – is negligible. In both games,
C’s goal is to determine whether the targeted voter evaded
coercion and cast a real vote. Like the total number of votes
cast in an election, we treat the total number of credentials
created as public information: C could trivially win if it
knew exactly how many (fake) credentials all other voters
created. The adversary’s uncertainty about the target voter
thus derives from the other honest voters, each of whom
creates an unknown (to the adversary C) number of fake
credentials, whichwemodel as a probability distribution�2 .9

To achieve statistical uncertainty also on the voting choice,
we adopt the same approach for the content of the ballot
with the distribution �E . This “anonymity among the honest
voters” mimics the reasoning by which votes themselves are
considered to be (statistically) protected once anonymized.
We present the ideal game in Fig. 13 to highlight TRIP’s level
of coercion-resistance.
In this ideal game, adapted from JCJ [61], the coercer

chooses a target voter 9 and a set V� of =� < =+ controlled

9In practice, to arti�cially increase this uncertainty, envelope printers can

post challenges on the ledgerwithout printing a corresponding envelope and

gradually release these values, similar to the JCJ option of voting authorities

or third parties intentionally injecting fake votes to add noise.

Game C-ResistC,1 (_,V,R,A, ", =C)

1 : VC ,
{

=85

}

8∈VC

, stC ← C(V, “Choose controlled voter set”)

2 : L, =+ , =" , =
′
C ← ∅, |V |, |" |, |VC |

3 : ( 9, =
9

5
, V, stC ) ← C(stC , “Pick target voter and their parameters”

4 : if =′C ≠ =� or 9 ∉ {1, 2, ..., =+ } \ VC then abort endif

5 : for 8 = 1 to =+ do

6 : 28sk, 2
8
pc, %

8
2 ,L' ← RealCred(L' ,Rsk,+

83
8 , _)

7 : if 8 = 9 and 1 = 0 then % Target voter evades coercion

8 : c̃
9

sk
, P̃
9
2 ← FakeCreds(Rsk,V

9

83
, 2
9
pc, =

9

5
+ 1, _)

9 : elseif 8 ∈ (VC ∪ 9 ) then % C-Controlled Voters; target voter submits

10 : c̃
8
sk, P̃

8
2 ← FakeCreds(Rsk,V

8
83 , 2

8
pc, =

8
5 , _)

11 : else % Honest voters

12 : c̃
8
sk, P̃

8
2 ← FakeCreds(Rsk,V

8
83 , 2

8
pc, �

2
1,[0,inf ] , _)

13 : endif

14 : c
8 ← (c̃8sk, P̃

8
2 ) ; c

8 ⇐ (28sk, %
8
2 )

15 : endfor

16 : cC ← c
8 % Target voter releases all credentials

17 : if 1 = 0 then % Target voter evades coercion

18 : _,L� ← Activate(L� , 2
9

sk
)

19 : L+ ⇐ Vote(2
9

sk
,Apk, ", V, _)

20 : cC ← (c̃
9 , P̃9 ) % Target voter releases only fake credentials

21 : endif

22 : for 8 ∈ V \ (VC ∪ { 9 }) do % Honest voters cast vote

23 : _,L' ←
{

Activate(L' , 2
8
sk )

}

1≤8≤|c8 |

24 : L+ ⇐
{

Vote(28sk,Apk, ", �
E
=+ −=C ,="

, _)
}

1≤8≤|c8 |

25 : endfor

26 : L⇐ C(stC ,L, cC ,
{

c
8
}

8∈VC
, _, “Activate and cast votes”)

27 : (X, %C ) ← Tally(Ask,L, =� , _)

28 : 1′ ← C(stC ,X, %C ,L, “guess 1”)

29 : return 1′ = 1

Figure 14. Game C-Resist.

voters who comply with the coercer’s demands. Every voter
obtains their real credential, and each voter may also cre-
ate and activate fake credentials. The envelope ledger L� ’s
(line 18) discloses to C only the aggregate number of cre-
dentials created and activated. A challenge bit 1 ∈ {0, 1}
determines both the target voter’s behavior and which bal-
lot under the target’s real credential is ultimately tallied by
Ideal-Tally. If 1 = 0 (evasion), the target voter casts a bal-
lot using the real credential and the adversary also learns
this voter’s real credential and may cast ballots using it.
Ideal-Tally under 1 = 0 then tallies the voter’s ballot and
discards any adversary ballots cast using the voter’s real
credential. If 1 = 1 (compliance), the target voter does not
cast a ballot using the real credential and Ideal-Tally tallies
any adversary ballots cast under the voter’s real credential.
Ballots from honest voters are sampled from �E and tallied
normally in both cases. Given the tally, released credentials
to the adversary, and the contents of the ledger, the adver-
sary now guesses the bit 1, i.e., whether the target voter has
cast a ballot. The degree of coercion-resistance is bounded
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by the adversary’s residual uncertainty about honest voters’
fake-credential behavior �2 and voting behavior �E .

We introduce the following three major changes from JCJ
games to model TRIP’s behavior.
Change #1: Voter Registration Algorithms. To model
information beyond the credential (e.g., proofs of correct-
ness), we replace JCJ algorithms register and fakekey with
RealCred and FakeCreds, respectively. We also use Activate
to model additional registration data on the ledger (e.g., enve-
lope challenges). In our C-Resist games,Activate consistently
returns >DC as ⊤ since the registrar R is trusted.
Change #2: Fake Credentials Issuance. In contrast to the
JCJ game where C has no in�uence over the voter before the
voting phase, TRIP allows C to interact with voters before
registration. Speci�cally, C can demand voters to generate
=5 ∈ N fake credentials during registration. We use the
probability distribution �2 to model the uncertainty around
fake credentials created and activated by honest voters.

The coercion adversary C has no control on the probability
distribution �2 and we enforce this in the system through
the parameter _� . This security parameter represents the
minimum number of envelopes that each booth requires
to ensure that coerced voters cannot accurately count all
the envelopes that a booth contains. This system property—
that is, a minimum number of envelopes per booth—ensures
in practice that the distribution �2 is out of the coercion
adversary’s control, as we assume for the rest of the proof.
Change #3: Ledger Entries.While JCJ uses a trusted reg-
istration algorithm to generates a voting roster with each
voter’s public credential 2pc, TRIP incorporates a more com-
plex protocol to achieve individual veri�ability. Speci�cally,
during Activate, the envelope challenge is disclosed on the
envelope ledger, permitting the adversary to discern the total
number of fake credentials created. Additionally, the regis-
tration ledger includes digital signatures from both the kiosk
and o�cials responsible for issuing the voter’s credential.
Despite these additions, we show that C’s winning proba-
bility is negligibly a�ected, outside of the added probability
distribution of fake credentials represented in the ideal game.
Similar to JCJ, the winning probability of the ideal game is
≫ 0 as coercion-resistance is bounded by the adversary’s
uncertainty over the behavior of honest voters.
We present our formal de�nition for coercion-resistance

under De�nition 1, and use the ideal (C-Resist-Ideal) and
real (C-Resist) games in �gures 13 and 14, respectively. The
coercer wins if they can correctly guess the bit 1, represent-
ing whether or not the targeted voter gives in to coercion.
WhileC-Resist represents the coercive adversary C, to prove
security we must compare C with another adversary C′ who
plays C-Resist-Ideal, which embodies the security we want
to achieve against coercion. We show that the di�erence
between the real and ideal games is negligible.

De�nition 1 (Coercion-resistance). A scheme is coercion-

resistant if for all PPT adversaries C, all security parameters

_ ∈ N, and all parametersV,R,A, ", =C , the following holds:

AdvcoerC,C-Resist (_, ·) =

| Pr
C,1
[C-ResistC,1 (·) = 1] − Pr

C′,1
[C-Resist-IdealC

′,1 (·) = 1] |

≤ negl(_),

where the probability is computed over all the random coins

used by the algorithms in the scheme.

Theorem2 (Coercion-resistance). The TRIP registration scheme

(within the JCJ remote electronic voting scheme10 [61]) is

coercion-resistant under the decisional-Di�e-Hellman assump-

tion in the random oracle model.

Proof. We use three hybrid games to transition from the real
game to the ideal game, with each game involving a protocol
change.
1. Eliminate Voting Ledger View: Eliminate C’s access to

the TRIP voting ledger L+ , as C is incapable of di�eren-
tiating between a ledger �lled with honest-voter ballots
and a randomly-generated set of ballots, assuming the
decisional-Di�e-Hellman assumption holds.

2. Number of Fake Credentials: C’s ability to demand
voters to create a speci�c number of fake credentials is
equal to that of an adversary C′ who cannot demand
voters to create a speci�c number of fake credentials, given
the distribution of the honest voters’ fake credentials.

3. Eliminate Registration Ledger View: Eliminate C’s
access to TRIP roster L' by introducing a new ledger

L
�� �
'

where we can decouple+ 838 and (28pc,  , f: , ', fA ) via

semantic security: L' : (+
83
8 , 2

8
pc,  , f: , ', fA ) & L

�� �
'

: (28pc)

Hybrid 1. We replace Tally (Fig. 14, l. 27) with Ideal-Tally

(Fig. 13, l. 17) by proving that C no longer has access to
L+ . We use a simulation-based approach to show that if an
adversary with access to L+ has a non-negligible advantage
over an adversary who does not have access to L+ , then
the decisional-Di�e-Hellman assumption is broken. The
simulator gets as input a tuple of group elements that are
either a Di�e-Hellman tuple or uniformly random and must
output a guess. It interacts with C, simulates the honest
parties of the protocol, and makes a guess based on its output.

The simulator then proceeds as follows:
1. Setup: The simulator receives its DDH challenge tuple
(6,-,., / ) from an external challenger; they do not know
the discrete logarithm of any component. It sets the sys-
tem’s public key as pk = (6, ℎ = - ) and broadcasts it.

2. Coin Flip: Flip the coin 1.
3. Adversarial Corruption: The adversary chooses the set

V� of controlled voters and a target voter 9 . For each con-
trolled voter and the target voter, the adversary chooses

10This proof includes voting and tallying functions as de�ned in JCJ to

demonstrate the complete process is coercion-resistant.
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the number of fake credentials =5 to create. For the target
voter, C sets the target vote V . If the number of controlled
voters is not equal to =C , or 9 is not an appropriate index
then the simulator aborts.

4. Registration: For each voter 8 , the simulator runs the
TRIP registration process while acting as the registrar. The
simulator �rst issues each voter their real credential 28

sk

along with their public credential 28pc. The simulator then
continues with generating fake credentials for each group
of voters. For each controlled voter 8 in V� , the simulator
issues=8

5
fake credentials as speci�ed by the adversary. For

the target voter, if1 = 0, the simulator generates=8
5
+1 fake

credentials for the target voter; otherwise, it generates =8
5

fake credentials. For each uncontrolled honest voter, the
simulator creates fake credentials, for which the amount
is sampled from a probability distribution that models the
adversary’s knowledge of the number of fake credentials
that these voters intend to create�2 . Finally, the simulator
carries out check-out for all voters.

5. Credential Release: The simulator gives C the real and
fake credentials of voters in V� . If 1 = 0, the simulator
gives C the target voter’s=

9

5
+1 fake credentials; otherwise,

the simulator gives C the voter’s real credential and =
9

5

fake credentials.
6. Honest Ballot Casting: For each honest voter 8 , the simu-

lator samples a random vote V8 ←$ �=+ −=� ,=" and posts a
ballot for this vote on the voting ledger L+ . The simulator
forms the ballot using the input DDH tuple (6,-,., / ) as
follows. To compute the encryption of the public creden-
tial 28pc, the simulator sets the ciphertext components as:

�1 = (., / · 2
8
pk
). To compute the encryption of the vote

V8 , the simulator must use an independent set of random
values. It can do this by creating a second, re-randomized
challenge ciphertext, for instance by picking a random
B ∈ Z@ and computing �2 = (. · 6

B , / · - B · V8 ). This way,
if the input is Di�e-Hellman, the result is a valid ElGamal
encryption, whereas if the input is random, the cipher-
text is a random tuple and contains no information about
the vote or the credential used to cast it. The simulator
must now provide the accompanying NIZK proof that �1
correctly encrypts a valid credential. Since the simulator
does not know the randomness 1 (from . = 61 ) used to
form �1, it cannot generate the proof honestly. Instead, it
leverages its control over the random oracle � :
• For a given proof (e.g., a Schnorr-style proof of knowl-
edge), the simulator chooses the �nal response I and
challenge 2 �rst, picking them uniformly at random.
• It then uses the public veri�cation equation for the
proof and works backwards to compute the commit-
ment value � that would make the transcript (�, 2, I)
valid.

• Finally, the simulator programs the randomoracle, de�n-
ing that for the input (�, �1, BC0C4<4=C), the output of
� shall be 2 .

The resulting proof is computationally indistinguishable
from a real one for any adversary that can only query, but
not control, the random oracle. The simulator follows the
same procedure for all other required proofs and signa-
tures.

7. Adversarial Ballot Posting: The adversary now posts a
set of ballots onto L.

8. Decryption of Ballots: The simulator can now check
the NIZK proofs and discard the ballots with incorrect
proofs. Then, since the simulator plays the role of the
honest talliers, it can decrypt the ballots to prepare for
the tallying process.

9. Tallying Simulation: This step is carried out as in JCJ’s
simulator [61]. Namely, the simulator eliminates dupli-
cates, mixes, removes fake votes and �nally decrypts the
remaining real votes:
• Duplicate elimination: The simulator removes dupli-
cates.
• Mixing: To simulate the MixNets from the real tally
protocol, the simulator outputs an equal-length list of
random ciphertexts.
• Credential Validity: The simulator now checks, for each
ballot, whether it was cast with a valid credential. This
check is possible since the simulator can decrypt all the
entries in L' and L+ .
• Output �nal count: The simulator can then use the de-
crypted values to compute the �nal tally and output
it.

10. Output Guess: The simulator uses C’s output to make
its guess about whether the input was a DDH triplet or a
random triplet.

If we can show that C has a non-negligible advantage in the
real game over hybrid 1, then this implies that the simulator
can break the DDH assumption. The key to this argument
lies in how the simulator constructs the ballots in Step 6.
When the input is a DDH tuple, where - = 60 , . = 61 , and
/ = 601 for unknown 0, 1, the public key given to C is ℎ = 60 .
The ciphertext �1 is (6

1, 601 · 28
pk
). This is a mathematically

valid ElGamal encryption of 28
pk

under the public key ℎ = 60 ,

using 1 as the randomness. The same holds for �2. Thus,
when the input is DDH, the view of C corresponds to the
actual game, and the adversary receives the contents of L+ .
However, if the input tuple is a random one, where / = 62

for a random 2 , then the ciphertext �1 is (6
1, 62 · 28

pk
). The

second component, 62 · 28
pk
, is a uniformly random group

element from the adversary’s perspective, as 2 is unknown
and independent of 0 and 1. In this scenario, the ciphertext
perfectly conceals the credential, making the adversary’s
view equivalent to denying them access to the meaningful
encrypted content of the ledger. Hence, if the adversary
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C holds a signi�cant advantage in distinguishing the real
game from the hybrid, then the probability that the simulator
correctly guesses whether its input was DDH or random will
also be signi�cant, leading to a contradiction of the DDH
assumption.

Hybrid 2. In this Hybrid, we demonstrate that the adver-
sary’s ability to demand a speci�c number of fake credentials
from voters is lost, as compared to Hybrid 1. In C-Resist

(Fig. 14, l. 16 and 20), the voter gives their credentials to the
adversary while in C-Resist-Ideal, the adversary always gets
the voter’s single real credential. (Fig. 13, l. 14).
First, we show that real and fake credentials are indis-

tinguishable: both real and fake credentials contain a ZKP
transcript, although the ZKP transcript for the fake creden-
tials are simulated. The zero-knowledge property of the proof
system implies indistinguishability.
Next, from hybrid 1, C does not get access to L+ , thus C

cannot use any real or fake credentials to cast valid ballots,
or see ballots cast with these. As a result, since real and fake
credentials are indistinguishable, always giving the adver-
sary the real credential gives them no advantage since the
credentials cannot in�uence the tally outcome with it. Now
the value of 1 only determines whether or not the target
voter casts a ballot.

For the same reason, C can only use the=5 fake credentials
for determining whether the target voter cast a ballot or not
and to in�uence the number of envelope challenges on L� .
Yet, the signing key pair (2̃sk, 2̃pk) corresponding to each

fake credential is sampled independently from the real pair
(2sk, 2pk), and these cannot be used by the adversary or the
target voter to cast a vote that counts. Regarding the number
of challenges onL� , the only di�erence in the case where the
target voter resists coercion is that they create an additional
fake credential. As a result, the number of challenges will
only di�er by one. To detect this, the adversary needs to
distinguish between the following distributions:
• Number of envelope challenges when target complies:

=� + =) + =� + =5 + �
5 0:4
=�

• Number of envelope challenges when target resists:

=� + =) + =� + =5 + �
5 0:4
=� + 1

Since everything but �
5 0:4
=� is known to the adversary, this is

equivalent to just distinguishing between �
5 0:4
=� and �

5 0:4
=� +

1, so they get no advantage from requesting a certain number
of fake credentials. Therefore, the adversary does not gain
an advantage from specifying the number of fake creden-
tials, since these fake credentials will not help them identify
whether the voter gave them a real credential.

Hybrid 3. In this hybrid, we replace the TRIP roster L'
initialized on the �rst line of Figure 14 with the JCJ Roster
L′' from the Ideal Game in Figure 13.

To prove that the advantage of the adversary is negligible
between these hybrids, we show that given a JCJ roster, a

simulator can output a TRIP roster that is indistinguishable
from a real one. This is possible due to the semantic security
of ElGamal.

We describe the simulator:
Input: JCJ roster L′' , List of voter IDs +83

1. Create a kiosk key pair (:,  ) and a registrar key pair
(A, '). If there are multiple kiosks and registrars, these
keys contain all the individual keys.

2. Initialize L′' to contain each +83 in a di�erent entry,
along with a random timestamp 3 .

3. Apply a random permutation to the JCJ roster.
4. Append one entry +4 of the JCJ roster to each entry of

L' .
5. For each entry, add the necessary signatures. First, use
: to simulate the kiosk signature

f2 = Sig.Sign: (+
8
83 | |3 | |+4 )

and append  , f:2 to the entry. Then, use A to simulate
the registrar’s check-out signature

fA = Sig.SignA (+83 | |3 | |+4 | |f:2 )

and append ', fA to the entry.
6. Output ( , ',L′'). Recall that we consider a single

logical entity for all the registration actors.
As stated earlier, !′' is indistinguishable from a real TRIP

roster for the same list of voters due to the semantic security
of ElGamal. If we start with a real TRIP roster, we could create
intermediate rosters by swapping two encryptions at a time
and updating the digital signatures until we get a random
permutation. Each of these swaps will yield indistinguishable
rosters by the semantic security of ElGamal. At the end, the
distribution will be the same as that of our simulator.
Recall that the view of C is the list of valid veri�cation

keys for the kiosks and registrars, along with the TRIP roster.
Since we have shown that the additional elements contained
in the TRIP roster but not in the JCJ roster can be simulated,
this means that the advantage of C is negligible.
With this, we have reached the Ideal JCJ game and have

thus shown that the advantage of C in the C-Resist game is
negligible over the advantage in C-Resist-Ideal.

□

F.2 Privacy

The privacy adversary seeks to uncover a voter’s vote by
identifying and decrypting the voter’s real ballot. See our
threat model for the capabilities of such an adversary (Ap-
pendix D.2). Unlike the coercion adversary, this adversary
cannot directly interact with or in�uence voters; it must
achieve its objective solely via electronic means. A voter’s
ballot is electronically accessible in three locations: on the
voter’s device, on the voting sub-ledger L+ , and in the �nal
tally. In what follows, we informally argue that the privacy
adversary is unable to decrypt the voter’s real ballot in these
three locations.
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Voter’s device. Per our threat model (Appendix D.2), this ad-
versary cannot compromise the device containing the voter’s
real credential. Compromising devices that hold fake creden-
tials o�ers no advantage because ballots cast from these
devices are not counted: the adversary cannot deduce from
them the voter’s real vote.
Voting sub-ledger L+ . The voter’s real ballot on the voting
sub-ledger is encrypted, so the adversary has access only to
the real ballot’s ciphertext. The adversary can identify the
voter’s real ballot on the ledger because it can compromise
the registrar, including the kiosk that issued the target voter’s
credentials. Decrypting this ballot, however, would require
the adversary to obtain the election authority’s private key,
which is impossible since the adversary can only compromise
all but one authority member. Secret keys from compromised
members provide no information about the secret key of
the member that remains uncompromised, thus preventing
the adversary from reconstructing the election authority’s
collective private key.
Final tally. In the �nal tally, ballots are revealed in decrypted
form, but only through a mixing process that unlinks ballots
from voters. While the adversary can acquire the mixing per-
mutation from all the compromised authority members, it
cannot obtain it from the one member it cannot compromise.
Each authority member generates and keeps their permu-
tation secret, leaving no information for the adversary to
deduce the permutation of the uncompromised member.
The privacy adversary is thus unable to achieve its goal

of revealing any voter’s vote, thereby preserving privacy.
Excluded attack. As in the Swiss Post e-voting system [120,
Section 18.2], we exclude trivial attacks where all voters vote
for the same option, which would indicate to the adversary
what the targeted voter voted. Also, we do not consider the
adversarial strategy to delete from the voting sub-ledger
and �nal tally all but one vote, to learn the targeted ballot
from the tally’s result. We assume this attack to be readily
detectable and thus inapplicable to the privacy adversary.

F.3 Individual veri�ability

In this section, we provide a formal security analysis of the
individual veri�ability (IV) property for TRIP. Informally,
IV ensures that an honest voter can detect any adversarial
attempt to tamper with either (1) the credential produced dur-
ing registration or (2) the ballot that will eventually be tallied.
Appendix F.3.1 revisits the threat model tailored to individ-
ual veri�ability. Appendix F.3.2 formalizes the IV security
game. Appendix F.3.3 maps TRIP’s procedures to the for-
mal model. Appendix F.3.4 states the main security theorem
followed by its proof. Appendix F.3.5 presents the implica-
tions of the adversary’s advantage. Appendix F.3.6 presents
our new security de�nitions, iterative individual veri�ability,
and strong iterative individual veri�ability, which take into
account the adversary’s campaign of targeting more than

one voter to alter the election outcome. We also show that
TRIP satis�es strong iterative individual veri�ability.

F.3.1 Threat model. The adversary’s objective is to cause
the �nal registration or ballot associated with an honest voter
on the ledger to be inconsistent with that voter’s actions,
without this inconsistency being detected by the voter or
their VSD.
The honest parties are the voter and their personal de-

vice, VSD, which follow the protocol exactly. This includes
the voter following the procedural steps required during
in-person registration, such as completing the correct inter-
active sequence of the Σ-protocol.

The integrity adversaryI is computationally bounded and
controls every actor other than the voter and their VSD. This
includes other voters, registration kiosks, printers, o�cials,
the election authority and the public ledger. In essence,I has
complete, active control over the entire election infrastruc-
ture, and consequently possesses all long-term secret keys.
The adversary, however, cannot interfere with the physically
printed envelopes once the voter has entered the booth for
their registration session without being detected.
The public ledger L is modeled as an ideal, append-only

functionality accessible to all parties. The adversary I may
append arbitrary entries but cannot delete, modify, or reorder
existing entries.

F.3.2 Formal de�nition. We now present our formal def-
inition, building on prior work such as Swiss Post E-Voting
System [120], and CH-Vote [15]. We �rst de�ne the syntax
of a generic voting scheme Π — an election scheme without
tallying — and then use it to construct our security game, IV.

A voting scheme Π is a tuple of four algorithms:
• SetupI (params) → (pp,L,V, stI): An algorithm run by
the adversary I that takes as input the game’s public pa-
rameters params which are assumed to be honestly gen-
erated and hardcoded into the game. It outputs scheme-
speci�c public parameters pp, the initial ledger state L,
the list of the eligible voters V and the adversary’s state
stI containing any secret keys (like the authority’s secret
keyAsk to determine the game’s outcome).
• VoterInteraction(+ ↔ infra): An interactive protocol be-
tween the honest voter’s agency (represented by an oracle,
V ) and the malicious infrastructure infra controlled by
the adversary I. This protocol encapsulates registration
and voting, resulting in a voter receipt c , and a possibly
modi�ed ledger L.
• VoterVerify(params, pp,L, c) → {⊤,⊥}: A deterministic
algorithm executed on VSD. It takes as input the public
parameters params, the scheme-speci�c parameters pp,
the �nal public ledger L to be used for tallying, and the
voter’s receipt c . It outputs ⊤ (accept) if the voter’s inter-
actions are correctly re�ected on the ledger, and ⊥ (reject)
otherwise.
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Game IVΠ,I (params)

1 : (pp,L,V, stI ) ← Π.SetupI (params)

2 : (+★

id , intent, goal) ← I(Choose Target & Goal)

3 : (c,L) ← I+ (+
★

id
,intent) (L)

4 : happy← Π.VoterVerify(params, pp,L, c)

5 : adv_outcome← (Extract(params, pp,L, stI ,+
★

id ) = goal)

6 : return 1 if (happy ∧ adv_outcome ∧ (goal ≠ intent)) else 0

Figure 15. Individual Veri�ability (Ind-Ver). An adver-
sary wins if it can make the ledger re�ect its malicious goal
for an honest voter, without the voter’s veri�cation proce-
dures detecting the manipulation.

• Extract(params, pp,L, stI,+83 ) → goal: A deterministic
algorithm used only inside the security game that takes
as input the public parameters params, scheme-speci�c
parameters pp, the �nal ledger L, the adversary’s state stI
and a voter identi�er +83 . It outputs the recorded informa-
tion associated with that voter+83 on the ledger or ⊥ if no
valid record exists.
We formalize individual veri�ability using the security

game Game IV, shown in Fig. 15. The game begins with
the adversary I running Setup. Following this, I chooses a
target voter +★

83
, an honest intent for that voter, and a mali-

cious goal it wishes to have recorded on the ledger, where
goal ≠ intent.

The core of the game is the interaction phase, where I is
given oracle access to + (+★

83
, intent) which perfectly simu-

lates the honest voter’s actions. At the end of the interaction,
I outputs the voter’s receipt c and the �nal ledger L.
The adversary wins if its malicious goal is recorded on

the ledger (Extract returns goal) and the voter’s local veri�-
cation on VSD passes (VoterVerify returns ⊤). We de�ne the
advantage of an adversary I against individual veri�ability
of scheme Π as:

�3E IV
Π,I = Pr[Game IVΠ,� = 1]

F.3.3 Protocol instantiation. We now map the abstract
syntax to the concrete procedures of Π)'�% .
The global public parameters are params = (�,@, 6, � ),

where (�,@, 6) is a cyclic group of prime order @ where the
DDH problem is hard, and� : {0, 1}∗ → Z@ is a cryptograph-
ically secure hash function. These are assumed to be honestly
set to prevent the adversary from winning vacuously.

Setup is executed by I, taking params as input. I may
generate arbitrary keys for the election authority, o�cials,
kiosks, and printers, andmay populate the ledgerL and voter
list V in any way. It outputs the scheme-speci�c parameters
pp which would include the public keys of all parties.
The VoterInteraction abstract protocol is instantiated by

two concrete interactions: the in-person TRIP registration

procedure (Fig. 6, lines 1-9), and the subsequent “at-home”
Vote procedure (Fig. 19, extended version [78]). The adver-
sary I controls the infrastructure side of both interactions.
For the registration procedure, the voter — not their VSD—
performs the interactive choices, such as selecting the num-
ber of credentials=2 (line 4), and the �nal credential for check-
out 2E (line 8). The pick of=2 envelopes is a sequential process,
where the voter picks one envelope for RealCred and then
=2 − 1 envelopes for FakeCred. The voter aborts the game,
returning 0, if the adversary deviates from the Σ-protocol
during RealCred. For the voting procedure, VSD also keeps
the computed ballot � in memory for the VoterVerify proce-
dure.
The voter receipt c corresponds to the full set of data

contained in the =2 physical paper credentials (QR codes)
the voter takes home after registration.
The abstract VoterVerify(params, pp,L, c) protocol is in-

stantiated as a procedure run on the voter’s trusted VSD,
taking the �nal public ledger L to be tallied and the registra-
tion receipt c as input. It returns ⊤ if and only if both of the
following checks succeed:
• Registration veri�cation: VSD runs the Activate proce-
dure for every credential contained in the receipt c (Fig. 6,
lines 10-11). This includes verifying the correctness of the
zero-knowledge proof constructed during RealCred, and
the �rst-time redemption of the envelope’s nonce against
L� . This check succeeds only if this loop completes for all
credentials created without aborting.
• Vote veri�cation: VSD retrieves the locally stored ballot
�local that it cast during the Vote procedure. It queries the
ledger L for the ballot associated with the voter’s creden-
tial 2pk. Let this be �posted. This check succeeds only if the
ballot posted on the ledger �posted is bit-for-bit identical
to �local. If multiple ballots are posted for 2pk it retrieves
the one that will be tallied — based on some policy, which
for this instantiation, we set as the last ballot cast counts.
The game’s Extract algorithm determines the �nal out-

come for a voter as recorded on the ledger. It �rst parses the
registration ledger L' [+83 ] to �nd the public credential 2pc.
It then decrypts 2pc using the authority key Ask from stI
to recover the associated credential public key, 2′

pk
. It con-

tinues by �nding the ballot that counts (i.e., last ballot cast)
�posted on the voting ledger L+ associated with 2′

pk
. Finally,

it decrypts �posted usingAsk to recover the vote message<′.
If any of the steps fail, it returns ⊥. Otherwise, it outputs
the tuple (2′

pk
,<′). The intent and goal are thus de�ned as

tuples of the voter’s credential public key and the choice of
vote.

F.3.4 Security Theorem. We now state our main theorem
regarding the individual veri�ability of our protocol.

Theorem 3. Let Π)'�% be instantiated as described in Ap-

pendix F.3.3. If the underlying Σ-protocol is computationally
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sound (which relies on the hardness of the Discrete Logarithm

Problem), and the ElGamal scheme is perfectly binding, then,

for any PPT adversary I playing Game IV, its advantage

�3E IV
Π)'�% ,I

(_) is bounded by:

�3E IV
Π)'�% ,I

(_) ≤ max
1≤:≤=�

�=2∼��

[

:

=�
·

(=�−:
=2−1

)

(=�−1
=2−1

)

]

+ negl(_)

where =� is the total number of physical envelopes present in

the booth during the voter’s registration, : is the number of

those envelopes maliciously prepared by I, =2 is the number of

credentials the voter chose to create, and �� is the distribution

of the voter’s choice for =2 .

Proof. Let Win be the event that I wins the Game IV.
In other words,Win means that VoterVerify returns ⊤ and
Extract returns the adversary’s goal. The adversary can win
by tampering with registration or by tampering with the
vote. Let RegSub be the event that the adversary’s goal for
the credential key, goal.2pk, di�ers from the honest intent,
intent.2pk: goal.2pk ≠ intent.2pk. Let VoteSub be the event
that goal.< ≠ intent.< where< represents the vote.

For the adversary to win, the goal must di�er from intent,
which means either RegSub or VoteSub (or even both) must
occur. Therefore, theWin event is a sub-event of (RegSub ∨
VoteSub), allowing us to partition the Win event into two
disjoint cases based on whether registration was tampered.
By the law of total probability, we get:

Pr[Win] = Pr[Win ∧ (RegSub ∨ VoteSub)]

= Pr[Win ∧ RegSub]

+ Pr[Win ∧ ¬RegSub ∧ VoteSub]

We bound each term in a separate lemma, Lemma 4 and
Lemma 5, respectively.

Lemma4. The probability of adversaryI winningGame IVvia

registration tampering is bounded by:

Pr[Win ∧ RegSub] ≤

max
1≤:≤=�

�=2∼��

[

:

=�
·

(=�−:
=2−1

)

(=�−1
=2−1

)

]

+ negl(_)

Proof. The proof proceeds via a game hop argument. Let
Win8 be the event that the adversary wins Hybrid 8 .

Hybrid 0. This is the real Game IV. The adversary I in-
teracts with the game as de�ned in the TRIP protocol. The
adversary’s success probability is Pr[Win0 ∧ RegSub].

Hybrid 1. This hybrid is identical to Hybrid 0 except that
it aborts if the adversary I produces two di�erent plain-
texts (e.g., credential public keys) that are valid openings to
the same ElGamal ciphertext 2pc. Since ElGamal is perfectly
binding, this event is information-theoretically impossible.
Thus,

| Pr[Win0 ∧ RegSub] − Pr[Win1 ∧ RegSub] | = 0

Hybrid 2. This hybrid is identical to Hybrid 1 except we
replace the Σ-protocol with an idealized proof system that
aborts if I tries to produce a proof for a false statement.
The statement being proven in RealCred is knowledge of the
randomness G used to create 2pc as the encryption of 2pk.

ZKPoE�1,- {(G) : �1 = 6
G ∧ - = A

G
pk}

where 2pc = (�1,�2) and 2pk =
�2

-
. An adversary attempting

to tamper with registration wants to get on the ledger 2pc
that encrypts some other 2′

pk
— known only to I — instead of

the voter’s intended public key 2pk. This is a false statement,
so the probability that the adversary wins in Hybrid 2 is:

Pr[Win2 ∧ RegSub] = 0

We now wish to bound the advantage of I between Hybrid
1 and Hybrid 2. To do this, we must adapt the soundness
analysis of the Schnorr Σ-protocol to our settingwhere adver-
sarially chosen envelopes are used for the challenge instead
of a uniformly random group element. The adversary can
break soundness by either guessing the envelope challenge
or �nding the corresponding discrete logarithm that allows
them to produce the desired ciphertext. This second case
is oblivious to how the challenge is chosen, and puts us
back in the standard computational soundness analysis of
the Schnorr Σ-protocol. By reduction to the hardness of the
Discrete Logarithm Problem, the probability of generating a
valid proof in this case is negligible.

Now we must bound the probability that I is able to guess
the challenge 4 that will be selected by the voter. Recall that
our threat model allows I to adversarially select the set
of envelopes available to the voter. We �rst show that the
best strategy that I can adopt is to have a malicious set of
credentialsM that contains the same repeated nonce, and an
honest setH consisting of envelopes with a unique nonce.
Consider an arbitrary strategy where the adversary pre-

pares =� envelopes consisting of a malicious set M and
an honest setH . We partitionM into subsetsM1, · · ·M:

whereM8 contains various envelopes with the same nonce
4∗8 . Now, when guessing the nonce the voter will choose, let
?8 be the probability that the adversary guesses 4∗8 . Then, let
% =

∑

?8 , so the probability that the adversary tries to guess
an envelope fromH is 1 − % . The adversary wins if it cor-
rectly guesses the envelope picked by the voter for their real
credential and the voter only picks envelopes with unique
nonces. We show that this probability is maximal when all
the envelopes inM have the same repeated nonce.

Now assume the voter creates =2 total credentials. We can
upper bound the probability that the adversary correctly
guesses the voter’s real credential without getting caught
as follows. Let EnvGuess be the event where the adversary
correctly guesses the nonce and let DupCatch be the event
where the voter �nds duplicate nonces. First, we lower bound
the probability that the adversary gets caught. Note that for
allM8 , this probability is at least the probability that it gets
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caught on a speci�cM8 . This tells us that

Pr[DupCatch | EnvGuess] ≥

max
8

Pr[I caught onM8 | EnvGuess],

which implies that

Pr[¬DupCatch | EnvGuess] ≤

1 −max
8

Pr[I caught onM8 | EnvGuess] .

Then, the probability of success is

Pr[¬DupCatch ∧ EnvGuess]

≤ (1−max
8

Pr[I caught onM8 | EnvGuess])·Pr[EnvGuess]

By Union Bound:

≤ (1−max
8

Pr[I caught onM8 | EnvGuess]) ·

(

:
∑

8=1

?8
|M8 |

=�

)

≤ (1 −max
8

Pr[I caught onM8 | EnvGuess]) ·

(

:
∑

8=1

|M8 |

=�

)

≤ (1 −max
8

Pr[I caught onM8 | EnvGuess]) ·
|M|

=�
.

Now, note that if M consists of envelopes with a single
repeated nonce, then this actually becomes an equality. We
can therefore conclude that an adversary gains nothing from
using various repeated nonces.

Now, we analyze the optimal strategy, which is:
1. I prepares=� envelopes composed of two sets: amalicious

setM of: envelopes containing the same, pre-determined
nonce 4★, and an honest setH of =� − : envelopes con-
taining unique nonces.

2. During the RealCred interaction, I must commit to .2
before seeing the voter’s challenge 4 . Therefore, to prove
a false statement that 2pc encrypts intent.2pk when it ac-
tually encrypts goal.2pk, I must guess the challenge 4
that the voter will choose. Thus, I hopes that the voter
chooses an envelope fromM (containing 4★) for this step.

3. TheVoterVerify procedure checks for reused nonces across
all envelopes posted on the ledger L� . Therefore, to pass
this check, I must hope that the voter during FakeCred

picks only envelopes from the honest setH .
The adversary wins if the voter chooses an envelope from

M for RealCred — probability of :
=�

and chooses the subse-

quent =2 − 1 envelopes for FakeCred entirely fromH . Given
the �rst choice was fromM, there are =� − 1 envelopes left,
of which =� −: are inH . The probability of the second event
is then:

(=�−:
=2−1

)

(=�−1
=2−1

)
.

Given that these are two distinct and ordered probabilistic
events, the total advantage of the adversary in Hybrid 1 over
Hybrid 2 (and thus its probability of success), maximizing

over I’s choice of : and averaging over the voter’s choice
of =2 , is:

Pr[Win1 ∧ RegSub] =

max1≤:≤=��=2∼��

[

:

=�
·

(=�−:
=2−1

)

(=�−1
=2−1

)

]

+ negl.

This probability represents the adversary’s optimal strat-
egy in a game of uncertainty. The adversary must choose
the number of malicious envelopes, : , without knowing how
many credentials,=2 , the voter will choose to create. A greedy
strategy of setting : = =2 (all envelopes being malicious)
would guarantee a win if the adversary knew that =2 = 1,
as the nonce-reuse check in VoterVerify would never detect
duplicates assuming the adversary issues new envelopes af-
ter each registration session. However, this strategy fails if
=2 > 1, as the VSD would immediately detect a nonce-reuse
on the activation of the second credential. Since I does not
know =2 , it must balance the potential reward of subverting
the RealCred interaction against the risk of detection during
FakeCred procedures. This formula captures the maximum
expected success for I, averaged over the voter’s behavioral
distribution �� .

Summing this statistical term with the negligible terms
from the game hops concludes the proof of this lemma. □

Lemma 5. Given that registration was not subverted (in-

dicated by ¬RegSub), the probability of an adversary win-

ning via vote manipulation is 0, i.e., Pr[Win ∧ ¬RegSub ∧

VoteSub] = 0

Proof. We proceed by direct argument. The non-subversion
condition ¬RegSub implies that the public credential 2pc on
the ledger correctly encrypts the honest credential key 2pk
that the voter possesses. The adversary I, however, knows
the credential’s secret key as it generated the key pair (2sk, 2pk)
on the kiosk duringRealCred. The adversary’s goal is to have
the �nal tallied vote be goal.< while the voter’s intent was
intent.<, without the VoterVerify check failing. We consider
all possible strategies for I.

The �rst strategy is to submit a ballot on the ledger given
I knowledge of 2sk.I constructs and signs a ballot �I for the
vote goal.<. I then sends this ballot to ledgerL+ such that it
will be the one extracted for the tally. The game requires I to
output the �nal ledgerL before VoterVerify is run, as a means
of mimicking continuous checking by VSD. If I posts only
its ballot �I , the voter’s VSD will detect a ballot � associated
with 2pk on !+ when no vote was cast and fail. If the voter’s
ballot is posted �+ , and then I posts �I , VoterVerify will
compare the last ballot �I with its locally stored ballot �+ .
Since �+ ≠ �I , the check will fail. If I posts �I and then
the voter’s ballot is posted �+ , the last ballot will be �+ , and
the Extract function will �nd intent.<, not the adversary’s
goal.<. Therefore, in all cases I does not win.
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dnvelopes.

The other strategy is to modify the decryption of the bal-
lot. I intercepts or appends a new ballot based on the voter’s
honestly generated ballot �+ (containing an encryption of
intent.<) and attempts to modify it into �I such that �I
decrypts to goal.<. For VoterVerify to pass, �I must be bit-
for-bit identical to the original �+ that the VSD stored locally.
However, since the ElGamal encryption is perfectly bind-
ing, I cannot get the ciphertext to decrypt to anything but
the voter’s plaintext intent.<. It is information-theoretically
impossible to �nd a di�erent message goal.< that is a valid
opening of the same ciphertext. Therefore, any modi�cation
that changes the underlying vote will necessarily change the
ciphertext, causing the bit-for-bit check in VoterVerify to fail.
The probability of success for this strategy is 0.

In all scenarios, the combination of the VSD’s bit-for-bit
check and the perfect binding property of the encryption
scheme ensures that any attempt by I to change the vote af-
ter a successful registration will be detected. The probability
of success is therefore 0. □

We now combine the results of Lemma 4 and Lemma 5 to
complete the proof. The total advantage of the adversary I
is the sum of its advantages in the two disjoint scenarios we
analyzed:

AdvIV
Π)'�% ,I

= Pr[Win]

= Pr[Win ∧ RegSub]

+ Pr[Win ∧ ¬RegSub ∧ VoteSub]

≤

(

max
1≤:≤=�

E=2∼��

[

:

=�
·

(=�−:
=2−1

)

(=�−1
=2−1

)

]

+ negl(_)

)

This concludes the proof of the theorem. □

F.3.5 Implications of the security bound. Beyond the
proof, we can build intuition for the adversary’s security
bound by analyzing their strategic options. To subvert a

voter’s registrationwithout being cryptographically detected,
the adversary must forge a zero-knowledge proof during
the RealCred procedure. This requires knowing the voter’s
ZKP challenge before committing to the proof, as done for
FakeCred. The adversary’s only viable strategy to achieve
this is to “poison” the deck of envelopes in such a way that
they can predict which challenge the voter will select.
The adversary’s dilemma. The core of the adversary’s
strategy is to place multiple envelopes containing the same,
pre-selected nonce 4★ in the booth: the malicious set M.
Their hope is that the voter, when creating their real creden-
tial, will pick up one of these malicious envelopes. This strat-
egy, however, presents a fundamental dilemma, a trade-o�
between maximizing the chance of success and minimizing
the risk of immediate detection. This is precisely the dynamic
captured by the security bound in Theorem 3 and visualized
in Figure 16.
Consider the adversary’s choice of how many malicious

envelopes, : , to place in the booth our of a total of =� . As an
adversary increases : , the probability that the voter selects
a malicious envelope for their real credential, Pr[4★ ∈ M],
increases linearly :/=� . This is the adversary’s path to a
successful tampering. The voter’s primary defense is the
creation of fake credentials — not just individual veri�ability,
but also for coercion-resistance! For each fake credential,
the voter picks another envelope from the remaining pool
and if any of these additional draws also comes from the
malicious set, then VSD will detect a reused nonce during
activation and the attack will fail. As : increases, so does the
probability that the VSD detects the attack.
This tension is illustrated in Figure 16a. For any given

number of credentials the voter creates, the adversary’s win-
ning probability initially rises with : , but then decreases as
the risk of detection increases. The peak of each curve repre-
sents the adversary’s optimal choice of : , but the adversary
does not know which curve they are on when selecting : ,
as this depends on the voter’s choice of =2 . The expectation
over the voter’s choice distribution �- captures this uncer-
tainty and signi�cantly limits the adversary’s real-world
advantage. The user study ([77]) demonstrates the sound-
ness of this notion: 76% of participants chose to create at
least one fake credential, with 53% stating they would create
fake credentials if such a system existed today.
Large-scale fraud. The adversary’s di�culty in winning
compounds dramatically when attempting to in�uence an
entire election. To succeed, they must win the registration
gamble not just for one targeted voter, but for every single
voter they target, as a single detected failure could expose
the entire operation. If the maximum probability of deceiv-
ing a single voter is ?max, the probability of deceiving #
independent voters is ?#max.

This exponential decay is visualized in Fig. 16b. Even with
an optimistic success probability of ∼ 25% for a single voter
(the peak for =2 = 2), the chance of successfully subverting
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just three such voters undetectably drops to less than 2%. This
shows that the success probability makes large-scale fraud
infeasible against a population of even moderately cautious
voters. This fact, where security against one is ampli�ed
into security against many, is what motivates the concept of
iterative individual veri�ability (Appendix F.3.6).
Additional adversarial behaviors. An adversary might
exploit human biases — humans being non-random — by, for
example, placing their malicious envelopes at the top of the
stack. However, even if this could double or triple the success
rate against one voter, it provides only a constant-factor
advantage against an exponential problem when targeting
many voters.
The adversary could also program the kiosk to abort if

the voter selects an “un-guessed” envelope. This, however, is
not an undetectable subversion but rather an observable and
undeniable failure. A single voter reporting such behavior
can be su�cient to reveal misconduct. The authorities are
capable of challenging the kiosk to reveal the ZKP commit-
ment secret~ for the.2 it printed in the �rst QR code (Fig. 9a,
line 5) — a computationally infeasible task if it cheated. If
the kiosk refuses to reveal ~ or provides an incorrect value,
authorities gain unequivocal proof of misconduct.
Ultimately, while the adversary has a non-negligible ad-

vantage of winning against a single voter, this advantage
becomes negligible when attempting to scale the attack.

F.3.6 Iterative individual veri�ability. While the IV

game establishes security for a single voter, the adversary’s
true objective is not to deceive one voter but to deceive
enough voters to alter an election’s �nal outcome. This re-
quires a model of security that accounts for an adversar-
ial campaign across a population of voters. To change an
election outcome, they must successfully and undetectably
subvert a number of votes _E equal to or greater than the
election’s margin of victory.

We explore this requirement through two complementary
views. First, we discuss a general model applicable to any
voting protocol, resulting in a standard binomial security
bound. Second, we leverage a speci�c property of TRIP— the
ability to produce non-repudiable proof of misbehavior —
to de�ne a “high-stakes” game, S-I-IV, which yields a much
stronger exponential security bound for TRIP.
Formal de�nition: iterative individual veri�ability. We
de�ne the I-IV property using the security game Game I-IV
shown in Fig. 17. This game is a wrapper that repeatedly
calls a voter-targeted version of our base IV game, which we
now de�ne formally.
The I-IV game requires a sub-routine that forces the ad-

versary to attack a speci�c, pre-determined voter. We de-
note this game as Game IV∗. It is identical in all respects to
Game IV from Figure 15 but with two modi�cations. First,
the game now takes as an additional input parameter+83 and

Game I-IV_E
Π,I
(params)

1 : V← I(% Compile electoral roll)

2 : successes← 0

3 : for +83 in V do

4 : successes += Game IV∗Π,I (params,+83 )

5 : endfor

6 : return 1 if (successes ≥ _E) else 0

Figure 17. Iterative Individual Veri�ability (I-IV) De�-
nition of iterative individual veri�ability to account for an
adversary’s goal of altering an election outcome.

hardcodes the target voter as +★

83
← +83 . Then, the step

(+★

83 , intent, goal) ← I(Choose Target & Goal)

becomes

(intent, goal) ← I(Choose Goal).

With this sub-game de�ned, we now present the main
game in Fig. 17. In this game, the adversary �rst commits
to an electoral roll V. The challenger then executes |V| in-
dependent rounds of IV∗, one for each voter +83 ∈ V. The
adversary wins if they accumulate at least _E successful at-
tacks.
Generalmodel for iterative attacks. For any voting scheme
where a detected failure might be deniably attributed to a
“systems fault”, an adversary’s campaign can be modeled as
a sequence of Bernoulli trials. An adversary might therefore
attack=+ > _E voters, tolerating some failed attempts tomax-
imize their chance of reaching _E wins. Each attempt against
a single voter is a trial with maximum success probability
?max. The adversary’s success in this scenario is bounded by
the tail property of the binomial distribution �(=+ , ?max):

Pr[successes ≥ _E] ≤

=+
∑

8=_E

(

=+

8

)

(?max)
8 (1 − ?max)

=+ −8

This bound re�ects a weaker security guarantee, as an ad-
versary can trade a higher number of attempts for a greater
probability of success.
Strong iterative individual veri�ability. TRIP provides
a stronger guarantee that allows us to move beyond the
general binomial model. Speci�cally, any detected attempt at
tampering provides non-repudiable proof of the adversary’s
malicious actions. We show this in the following lemma.

Lemma 6. Let ⊥ be the event that VoterVerify returns reject

for an honest voter’s interaction in TRIP. This event constitutes

non-repudiable cryptographic proof of misbehavior, which an

adversary can only deny culpability for this event by breaking

the hardness of the Discrete Logarithm Problem or the EUF-

CMA security of the underlying signature scheme.
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Lemma 6 proof sketch. A rejection by VoterVerify(⊥) dur-
ing the registration phase of TRIP arises from a failed attempt
to deceive the voter. We can disregard failures during the
voting phase, as Lemma 5 of Theorem 3 shows that the adver-
sary’s success probability is 0 in that phase. The registration
failures can be categorized into two main types: ZKP sound-
ness failure and nonce-reuse detection.
As established in Theorem 3, to cheat the RealCred ZKP,

the adversary must commit to .2 before seeing the voter’s
challenge 4 . This forces the kiosk to guess a challenge 4★.
If the voter selects an envelope with a di�erent challenge
4 ≠ 4★, the adversary has two options:

First, it may abort the protocol. The voter is left with an
incomplete but signed receipt (i.e., the �rst QR containing
the commitment .2 ). Upon reporting the voter reporting the
kiosk’s malfunction, authorities can challenge the kiosk to
reveal the ZKP secret ~ corresponding to .2 . A malicious
kiosk, having computed .2 to cheat, will be unable to pro-
duce a valid ~ that satis�es the ZKP commitment equation:
.2 = (.1, .2) = (6

~,A
~

pk
), which is a failure reducible to the

hardness of the DLP.
The adversary may also complete the protocol with an

invalid proof. If the adversary provides an invalid ZKP re-
sponse A on the receipt, the voter’s VSD will detect this
during the Activate procedure, triggering the ⊥ event. The
voter now possesses, at the minimum, a receipt contain-
ing a signed ZKP commitment in the �rst QR code and an
invalid ZKP response A in the third QR code. This is also
non-repudiable proof that the kiosk acted maliciously unless
the adversary can shift the blame to a third party by demon-
strating that they can break the EUF-CMA security of the
signature scheme to claim forgery.
The second class of attacks is the nonce-reuse detection.

Suppose the adversary successfully guesses the challenge
for RealCred (i.e., the voter picks an envelope with 4★). They
must still pass the =2 −1 FakeCred checks. If the voter selects
anothermalicious envelope containing 4★, the kiosk similarly
has two options: abort or complete the procedure.

If the kiosk aborts during FakeCred, the authorities check
that each envelope used has a unique challenge. Furthermore,
for additional veri�cation, the authorities can perform the
same ZKP soundness check as described earlier using the
voter’s stated real credential. An honest kiosk can always
comply with the challenges faced by the authorities by re-
taining the secrets produced during their interaction with
the voter until the end of that interaction.

If the kiosk completes the protocol, the VSD will later de-
tect a nonce re-use during the Activate procedure, triggering
a ⊥. This detection is non-repudiable because each physical
envelope is supposed to contain a unique challenge, signed
by an (adversary-controlled) envelope printer. The voter can

Game S-I-IV_E
Π,I
(params)

1 : V← I(% Compile electoral roll)

2 : successes← 0

3 : for +83 in V do

4 : A = Game IV†Π,I (params,+83 )

5 : if A = ⊥ then return 0 % Adversary caught

6 : successes += A

7 : endfor

8 : return 1 if (successes ≥ _E) else 0

Figure 18. Strong iterative individual veri�ability

(S-I-IV) De�nition of strong iterative individual veri�ability
to account for an adversary’s immediate loss if caught.

now present these distinct envelopes with the same chal-
lenge to the authorities, providing a direct proof of malicious
behavior.11

In all scenarios, a ⊥ event provides the voter and the au-
thorities with cryptographic evidence of misbehavior. There-
fore, the adversary’s failure to tamper is non-repudiable,
bounded only by the negligible probability of breaking DLP
and the EUF-CMA property of the underlying signature
scheme. □

Lemma 6 allows us to model a game where the entire cam-
paign fails upon a single detection. Furthermore, it implies
that a rational adversary has no incentive to continue attack-
ing once their goal of _E wins is met, as any further attempts
only add risk for any ?max < 1. We formalize this with the
game S-I-IV.
Formal De�nition: strong iterative individual veri�a-

bility. We now formalize our notion of strong iterative indi-
vidual veri�ability using the following game S-I-IV shown
in Fig. 18. This game models a sequential and adaptive at-
tack where the adversary I must achieve a target, _E wins,
without a single detection.

To de�ne the outcome of each round in IV, we de�ne
another sub-game IV†, which adopts the same modi�cations
as IV∗ with the one additional modi�cation: IV returns three
values: 1 for win, ⊥ for detection, and 0 for benign loss.
Concretely, for detection (⊥), this means that goal ≠ intent,
adv_outcome is ⊤ and happy (VoterVerify) is ⊥.

Theorem 7. Let Π)'�% be instantiated as described in Appen-

dix F.3.3, and ?max = AdvIV
Π)'�% ,I

be the maximum advantage

in the IV game. Under the hardness of the Discrete Logarithm

problem and the EUF-CMA security of the signature scheme, for

any PPT adversary I playing the S-I-IV game with a success

11Our threat model assumes voters are honest and will not duplicate en-

velopes to cause disruption. To mitigate such an attack in practice, the

envelope printer could employ physical security measures like unique wa-

termarks on the envelopes.
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threshold of _E , its advantage is bounded by:

AdvI-IV
Π)'�% ,I

(_E, _) ≤ (?max)
_E + negl(_)

Proof. LetWin be the event that Game S-I-IV returns 1. Our
goal is to bound Pr[Win]. Let '8 ∈ {1, 0,⊥} be the random
variable for the outcome of the IV† game against voter +8 .
The adversary wins if

(

|V |
∧

8=1

'8 ≠ ⊥

)

∧

(

|V |
∑

8=1

1'8=1 ≥ _E

)

The proof proceeds via two lemmas.

Lemma 8. For any round 8 ∈ {1, · · · , |V|} and for any PPT

adversaryI, the probability of success in that round is bounded

by ?max, conditioned on the event that no prior round resulted

in a detection, and on the full transcript T8−1
1

. Formally,

Pr['8 = 1| ∧8−18=1 ('8 ≠ ⊥) ∧ T
8−1
1 ≤ ?max + negl(_).

Lemma 8 proof.We proceed via a standard reduction. As-
sume for contradiction that there exists a PPT adversary
I for which this inequality does not hold for some round
8 . That is, for some history T8−1 = ∧9<8( 9 ≠ ⊥ ∧ T8−1, I’s
success probability ?8 = Pr[(8 = 1|T8−1] is greater than
?max + negl(_). We construct an adversary � that uses I to
win IV game with probability ?8 , contradicting the de�nition
of ?max.
� receives the parameters of IV† game targeting an honest

voter oracle + . � internally runs I and perfectly simulates

the history T8−1 by playing the role of the honest voters
for rounds {1, . . . , 8 − 1} (i.e., creates a fake history for all
previous voters). At round 8 , � connects I to the voter oracle
+ in the IV† game. From I’s perspective, this interaction is
indistinguishable from a real round 8 of S-I-IV, as the sources
of randomness (the voter’s choice for=2 from the distribution
�� ) are fresh and independent of past transcripts. � then
forwards I’s output to the challenger.
�’s advantage in its IV† game is exactly ?8 . Our assumption

?8 > ?max + negl(_) thus implies � can break the underlying
cryptography underpinning the IV† game, a contradiction.
Therefore, the lemma holds. □

Lemma 9. For any PPT adversary I, Pr[Win] is bounded by

(?max)
_E + negl(_).

Lemma 9 proof. For the Win event to occur, the adversary
must achieve _E wins before any⊥ outcome occurs, at which
point the game terminates. Let us analyze the adversary’s
probability of success. The adversary’s strategy involves
choosing which voters to attack. Let the sequence of attacked
voters be+81 ,+82 , . . . . To win, the the adversary must succeed
in the �rst _E of these attacks.
Let E be the event that the adversary succeeds in its �rst

_E attempted attacks. TheWin event is a sub-event of E, so

Pr[Win] ≤ Pr[E]. We can express Pr[E] using the chain rule
of probability:

Pr[E] = Pr['81 = 1] · Pr['82 = 1|'81 = 1] · . . .

· Pr['8_E = 1| ∧
_E−1
:=1

'8: ]

=

_E
∏

:=1

Pr['8: = 1| ∧:−1;=1 '8; = 1] .

For each term in this product, the conditioning event (∧:−1
;=1

'8; =

1) implies no prior detections occurred. By Lemma 8, each
term is bounded by ?max + negl.

Pr[Win] ≤ Pr[E] ≤

_E
∏

:=1

(?max + negl)

= (?max + negl)
_E

≤ (?max)
_E + negl.

□

We now conclude the proof. Lemma 8 establishes a bound
on the adversary’s per-round success probability, showing
that past interactions do not increase its chances beyond ?max.
Lemma 9 then leverages this per-round bound to analyze the
probability of the globalWin event. By substituting the �nal
result of Lemma 9, we have:

Adv_E
Π)'�% ,I

= Pr[Win] ≤ (?max)
_E + negl(_).

□

This result demonstrates that with TRIP’s non-repudiable
proofs of malicious behavior, the security against scalable
attacks on individual veri�ability scales exponentially with
the number of votes the adversary must alter, as shown in
Figure 16b.
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