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Figure 1: We categorised users in terms of their phishing proficiency based on variables like phishing knowledge and detection 
ability in a classification task. Then, the users were either assigned a personalised training based on their proficiency level, or 
randomly assigned to one of the training variants regardless of their proficiency level. Personalised training raised proficiency 
to a desired level, while random assignment showed less clear effects. 
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Abstract 
Effective training is essential for enhancing users’ ability to detect 
phishing attempts. Personalised training offers huge potential to 
more closely align training content with individuals’ needs and 
skill levels. In an online study, we assigned N=342 participants 
to personalised training or a random training variant to compare 
their effectiveness. The personalisation was based on a phishing 
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proficiency score calculated from factors such as detection ability, 
knowledge, and security attitude. After training, the participants 
demonstrated greater proficiency, with an increased ability to detect 
phishing emails and higher security attitudes. These effects were 
most pronounced in the personalised condition, demonstrating the 
potential of personalisation to improve training outcomes. Overall, 
personalised training levelled the playing field, efficiently bringing 
all groups, regardless of their initial proficiency, to a comparable and 
desired post-training phishing proficiency level. Finally, we derived 
recommendations for designing personalised phishing training con-
tent and assigning users to suitable training programmes. 

CCS Concepts 
• Human-centered computing → Empirical studies in HCI; • 
Security and privacy → Usability in security and privacy; Phish-
ing. 

Keywords 
Phishing, Personalisation, Training, Human-Centred Security 
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1 Introduction 
Phishing poses a critical cybersecurity challenge, with the volume 
of phishing emails reaching unprecedented levels and projected to 
increase further [4, 75]. While technical barriers are useful at coun-
tering this threat [76], human-centred approaches like training that 
enables humans to detect phishing are equally important [75, 80]. 
Recent HCI research stressed the importance of the human fac-
tor in cybersecurity [80], reiterated once more in the CHI 2023 
opening keynote [75]. Yet, phishing training generally follows a 
‘one size fits all’ approach (e.g., [13, 18, 32, 74]). Accordingly, it 
neglects individual differences [1, 14, 25, 67, 71] and context [5, 15]. 
Related research has, however, repeatedly shown that adjusting 
phishing training to the target users’ knowledge or experience can 
be highly beneficial and increase its effectiveness [1, 29]. Person-
alised approaches have been proposed as a key factor for training 
success [5], are shown to enhance the effectiveness of anti-phishing 
training [29], and are recommended as central success factors by 
cybersecurity professionals [25]. Already in other domains—most 
prominently in primary and secondary education [9]—personalised 
learning has been implemented with promising results [66]. For ex-
ample, Siddique et al [57] compared a personalised approach based 
on learning styles, working memory capacity, and prior knowledge 
to traditional classroom teaching, finding that the personalised 
group showed a better learning performance. While the idea of 
personalised learning has been well-established since 2010 [9], the 
research field is experiencing increased attention due to emerging 
AI tools that can facilitate personalisation of learning content for 

individual learners [45, 64]. For instance, Perez-Ortiz et al. [44] pro-
posed X5Learn, an AI-based personalised learning companion with 
a recommender system that adapts to users’ learning preferences. 

However, there are several barriers hindering the implementa-
tion of personalisation in cybersecurity training. Fundamentally, 
there is a lack of empirical research on how this personalisation 
should happen, i.e., what data is used to personalise and to what 
degree the content is modified. There are also practical limitations 
that can hinder the deployment of personalisation. Institutions of-
ten prioritise simple and straightforward training due to limited 
cybersecurity budgets, and at the same time need to comply with 
data privacy standards [58]. Therefore, we evaluate a phishing train-
ing that can be personalised in a straightforward way and does 
not rely on sensitive information (e.g., potentially discriminating 
demographics like age). To that end, we developed and evaluated a 
personalised training that consists of modular components, each 
selected to best fit users’ current phishing proficiency and needs. 
Building on prior work [54], we assigned a score that weighs users’ 
phishing-related background and proficiency to personalise train-
ing by selecting the most suitable training variant. The design of the 
training components and the subsequent matching process is based 
on the security learning curve [53], a stair-like model of successive 
steps. It assumes that certain steps like general awareness and un-
derstanding, or acquiring the underlying ability, are prerequisites 
for developing and embedding secure behaviour. Therefore, the 
process can account for pre-training differences and bring every-
one to the same desired proficiency level with enhanced efficiency, 
i.e., users with an already high proficiency level might require less 
training to reach the desired proficiency level. 

Research Aim. To address the shortage of empirical evaluations 
of personalised training in the phishing or cybersecurity domain, 
we aim to explore the potential of a personalised phishing training 
compared to a randomly assigned control and an education-only 
baseline variant. We therefore investigate five hypotheses: 

H1: All personalised groups show an increase in a) phishing 
proficiency, b) cybersecurity awareness, and c) self-estimated 
proficiency. 

H2: Participants only experiencing the education training ele-
ment show lower increases in a) phishing proficiency, b) 
cybersecurity awareness, and c) self-estimated proficiency 
than participants experiencing all training elements. 

H3: Participants categorised into lower proficiency groups show 
larger increases in a) phishing proficiency, b) cybersecurity 
awareness, and c) self-estimated proficiency as compared to 
higher proficiency groups. 

H4: Compared to random assignment, participants assigned through 
personalisation show larger increases in a) phishing profi-
ciency, b) cybersecurity awareness, and c) self-estimated 
proficiency. 

H5: Participants prefer personalisation compared to random as-
signment. 

H5a: Participants prefer the training personalisation that corre-
sponds to their proficiency level. 

The contributions of this research are fourfold: 

https://doi.org/10.1145/3706598.3713845
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• First, we provide a systematic empirical evaluation of a per-
sonalised phishing training in comparison to random as-
signment and a ‘one-size-fits-all’ education-only approach. 
Thereby, we contribute to a better understanding of the ef-
fects of personalisation on phishing-related outcomes, such 
as phishing detection ability, as well as on user perceptions 
of personalised training. 

• Second, our findings underscore the potential of personalisa-
tion not only in increasing phishing proficiency to a desired 
level with enhanced efficiency but also in aligning with users’ 
preferences. Most users stated they prefer personalisation or 
at least personalised recommendations, with them having 
the final say in the training selection. 

• Third, the chosen personalisation approach was a relatively 
simple modular method based on phishing proficiency. On 
the one hand, this indicates that such an approach could be 
easily implemented in practice with comparably little effort 
to enhance outcomes and user satisfaction. On the other 
hand, it serves as a stepping stone towards more sophisti-
cated personalisation to be explored in future research. For 
instance, emerging AI tools could further enhance personal-
isation to adjust for industry-specific risks or different job 
profiles that encounter various threats. 

• Finally, we provide the full source code and material used in 
the training, allowing researchers and practitioners to adopt 
it themselves. 

In the following Section 2 we introduce related work on personal-
isation in general and related to phishing in particular. Afterwards, 
we describe the personalisation aspect of the phishing training and 
the study design in Section 3. Section 4 presents the effects of the 
personalised phishing training as well as the comparison between 
the personalised, the randomly assigned and the control condition. 
Finally, Section 5 discusses the implications of the findings and con-
cludes with recommendations for advancing personalised phishing 
training. 

2 Related Work 
In the following, we provide an overview of previous approaches 
to personalised training and review insights from human-centred 
anti-phishing training. 

Personalisation in Learning Research. In learning research, per-
sonalisation has long been identified as a beneficial factor that 
substantially enhances learning [20], as it accommodates individ-
ual differences [14], increases engagement [20], and shows better 
outcomes than ‘one-size-fits-all’ approaches [11]. This benefit can 
be supported with technology [39], showing moderate but positive 
effects in enhancing education [20, 40], and enhanced interaction 
with emerging technologies like robots [37]. For instance, Klašnja-
Milićević et al. [31] found that a learning software based on learn-
ing style and pre-existing knowledge substantially enhanced test 
scores compared to a non-personalised control. Yet, there is a lack 
of HCI user studies to clarify the impact of personalisation [79]. 
Furthermore, different applications of personalisation [27, 68, 77] 
lead to inconsistencies. For example, personalisation is often used 
interchangeably with other terms like customisation, adaption, or 
precision learning [17, 20, 31, 63, 68]. While some approaches use 

personalisation to refer to reactive difficulty variations based on 
performance [27, 77], or lower-level adaptions [68], we understand 
personalisation to first identify the learners’ needs and then tailor 
interventions based on those needs [16]. Therefore, we characterise 
a personalised system as adjusting to the characteristics of the 
learner, such as skills and prior knowledge [2, 17, 31], allowing the 
system to adapt training to optimally challenge and educate the 
learner [17, 31, 63]. 

Personalisation in Cybersecurity. Building on the promising re-
sults of personalised learning in the educational context, the per-
sonalisation of learning materials has also been introduced in cyber-
security. Seda et al. [55] implemented personalisation to improve 
the learning of cybersecurity topics based on prior knowledge and 
performance metrics by adapting the difficulty of tasks. They found 
that personalisation increased participants’ training success rates 
and left students less overwhelmed compared to a control group. 
However, they only adapted the difficulty of tasks that otherwise 
targeted all students the same way, rather than accounting for a 
broader range of characteristics. 

The application of personalisation approaches extends to the 
phishing context. Marforio et al. [41] evaluated the effectiveness of 
personalised security indicators that users could configure them-
selves to enhance personal relevance. They found that these per-
sonalised indicators significantly reduced phishing susceptibility 
compared to generic indicators with no personal connection to the 
users. Roepke et al. [50] used personalisation to customise the links 
contained in a phishing game to the users’ background, thereby 
increasing their familiarity with the emails they encountered. This 
approach could increase the realism of phishing tests and train-
ing, by tailoring it to the individual learner’s usual environment. 
However, the inclusion of this personalisation did not significantly 
affect the participants’ performance. Zahedi et al. [78] investigated 
a personalisation approach for security warning indicators against 
phishing websites, with the aim of enabling users to build trust and 
familiarity with the indicators. Interaction with the personalised 
tool enhanced self-reported self-protection behaviour. 

While these approaches have focused on personalising messages 
or content based on performance or other user characteristics, they 
have not evaluated users’ needs or tailored interventions to fit them. 
Small adaptions, like personalising links, might make interventions 
more accessible or realistic for specific user groups but appear in-
sufficient to impact performance-related outcomes. Although these 
preliminary findings are promising, personalisation in cybersecu-
rity has the potential to go beyond simple adjustments like difficulty 
levels, custom images, or limited variations in training emails. By 
incorporating users’ prior knowledge and skills, we aim to enhance 
the effectiveness of personalised learning strategies, which forms 
the basis for the design of this study. 

Towards Enhanced Personalisation in Phishing Training. Jampen 
et al. [29] conducted a comprehensive analysis of factors affecting 
phishing training effectiveness, highlighting personalisation as a 
key element due to differences in user capabilities. However, efforts 
in cybersecurity to provide personalised training are hampered by 
limited resources [1] and a lack of knowledge on how to personalise. 
While some studies directly compare different training options 
(e.g., [13, 56]), they assign these variants randomly. In general, 
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phishing training still widely uses generic material to educate all 
users equally [1] and therefore suffers from low engagement [25]. 

Vasileiou and Furnell [67] highlight the mismatch that results 
from inter-personal differences, such as knowledge or security 
awareness. Furthermore, they found that the ‘one-size-fits-all’ ap-
proach is prevalent in most phishing training. Consequently, Alotaibi 
et al. [2] proposed a personalised security awareness program frame-
work, outlining that user-specific factors, such as prior knowledge 
or perception of security, can be evaluated in the first step and 
subsequently used for modular training components. However, the 
framework does not specify how this personalisation should be 
implemented. Likewise, previous research did not evaluate the tai-
loring of phishing interventions based on user information. The 
present work attempts to address this gap through personalised 
phishing training. 

Very recently, Schöni et al. [54] evaluated the effectiveness of 
assigning participants to training groups based on phishing profi-
ciency scores. In a study with 96 participants, they found that par-
ticipants in the lower proficiency training variants showed higher 
proficiency increases. While their categorisation process was ex-
ploratory and led to substantial variations in group sizes, their 
work nevertheless demonstrated the feasibility of a composite profi-
ciency score for personalisation. The present work aims to build on 
this exploratory work to reveal personalisation benefits more sys-
tematically by including two different control comparison groups, 
a revised assignment process, and more consistent and validated 
training material. 

Accounting for Users’ Skills, Knowledge, and Needs: The Security 
Learning Curve. To personalise training, it is important to con-
sider the pre-existing skills, knowledge, and needs that different 
groups might have. Therefore, we designed our personalised phish-
ing approach based on the Security Learning Curve by Hielscher et 
al. [26], which integrates prior work from [10, 49], to function as a 
framework for users’ needs in cybersecurity learning. As described 
by Sasse et al. [52] and illustrated in Fig. 2, the model posits a series 
of steps that build on top of each other, eventually leading to secure 
behaviour once proficiency has reached a suitable level. For profi-
ciency to increase, different elements are necessary at each step, 
which likewise benefit from differences in how training is conveyed. 
As marked in Fig. 2, we focus on three aspects: (a) education to 
enhance information, sensitisation, understanding and knowledge, 
(b) practical training to foster skills, ability, and self-efficacy, and 
finally (c) reminders to support embedding and repetition. For the 
personalisation of our study, we will therefore employ proficiency-
based personalisation that presents content to match the respective 
proficiency level and needs regarding cybersecurity learning. 

3 Method 
We conducted a pre-registered, online within-between subjects 
study, comparing pre- and post-training effects within participants, 
as well as conditions and proficiency groups between participants. 
The study was conducted in English. We validated the study con-
cept and procedure in a prior study with 96 participants [54], which 
led to improvements to the training material and assignment pro-
cess. The final process involved categorising participants based 
on a single phishing proficiency score and then assigning them to 

one of three training groups based on a pre-training questionnaire. 
We again tested the questionnaire with a pilot of 10 participants 
to verify the design of the survey and the comprehensibility of 
the questionnaire. Below we describe our sample, training mate-
rial, scoring and assignment process, study procedure, and ethical 
considerations. 

3.1 Participants 
We initially recruited 346 participants through Prolific, who were 
proficient in English and located in the United States or Europe. We 
excluded 4 participants whose completion time exceeded the mean 
(41 minutes) by more than three standard deviations (95 minutes 
or longer). All participants passed multiple attention checks and 
indicated that they participated in good faith. Thus, the final sample 
comprised N=342 participants. The participants’ age distribution 
was as follows: 60 were between 18-25 (17.5%), 133 between 26-35 
(38.8%), 67 between 36-45 (19.6%), 53 between 46-55 (15.5%), 20 be-
tween 56-65 (5.8%), 7 between 66-75 years old (2%), 1 above 75 years 
old (0.3%), and 1 person preferred not to say (0.3%). 181 participants 
identified as female (52.9%), while 158 identified as male (46.2%), and 
3 (0.9%) provided no information on their gender. The participants’ 
highest level of education is as follows: 11 participants had a PhD 
degree or similar (3.2%), 195 had a graduate university degree (57%), 
32 had an associate or technical degree (9.4%), 94 had a secondary 
school diploma (27.5%), 4 completed primary school (1.2%), and 6 
had another type of degree (1.8%). This composition is less repre-
sentative of the broader population, but is more typical of office 
workers, who are highly subjected to phishing. We also asked par-
ticipants about whether their education background was in IT or a 
related field. 262 participants did not have any such relation (76.5%), 
14 participants were IT or IT security specialists (4.1%), 41 partic-
ipants encountered computer science or IT security during their 
studies (12%), and 25 participants had another IT security-related 
education or occupation (7.3%). We additionally asked participants 
whether they had completed any cybersecurity training before the 
study. 184 participants never completed a cybersecurity training 
before (53.7%), 75 completed a cybersecurity training once (21.9%), 
and 83 completed more than one cybersecurity training (24.2%). 

3.2 Training Material 
Based on the security learning curve [52], our training consisted 
of three modular elements: (1) videos as an educational element, 
(2) an interactive quiz as a practical phishing training element, and 
(3) nudging banners as a reminder element (see Figure 2). While 
these elements differed in their method of delivery, they all ad-
dressed the same content to enhance comparability across training 
groups assigned to different modules: All training variants cov-
ered mail attachment detection, link detection, and awareness for 
cognitive biases and heuristics exploited by attackers. These bi-
ases and heuristics are mental shortcuts that attackers try to abuse, 
such as by creating urgency or inducing authority to manipulate 
users into hasty, non-systematic actions [12]. The learned suspi-
cion from the training is therefore effective at facilitating further 
critical thinking to investigate links or attachments more systemat-
ically [12, 24, 29, 70], mimicking how experts detect phishing [73]. 
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Figure 2: An illustration of the security learning curve adapted from [26] and described in [52]. The model describes a series of 
steps, building on each other, to reach secure behaviour. The steps addressed in the study, i.e., education, practical training, and 
reminder, are marked through a red frame. 

While validated video material covering that content exists, no 
pre-existing quiz or reminder material covered all these elements. 
Therefore, it was necessary to create novel material to ensure con-
sistency between the training variants. We adapted the background 
task and superimposed banner from previous work [54]. Based 
on this first implementation, we made further adjustments and 
incorporated logos that are semantically related to the text content 
(an example can be seen in Fig. 11 in Appendix A) from a sepa-
rate study involving 117 participants. The interactive quiz was a 
novel development, and, together with the other finalised training 
elements, was evaluated in an internal pilot study involving 5 ex-
perts and 7 lay users, as well as in a subsequent pilot study with 
10 participants. We show examples of these elements in Fig. 3 and 
provide the source code for the modular training and its materials 
on GitHub.1 In the following, we briefly explain these elements. 

The three educational videos we used are part of the NoPhish 
series, developed to educate users about phishing in an engag-
ing way [72]. They have been selected because of their scientific 
foundation, their coverage of prominent phishing topics and their 
successful empirical evaluation in previous work (e.g., [7, 8]). 

In the interactive quiz, participants processed a series of exam-
ple emails and decided between three options which action seemed 
most prudent (such as reporting an email, deleting it, or replying to 
it). This decision could be based on features in the emails, such as 
their framing, links, attachments, or sender information. After each 
choice, participants received direct feedback, highlighting elements 
in the email that might confirm or contradict their decision. This 
exercise was similar to other practical training that develops and 
enhances detection skills [22, 51]. 

1GitHub Repository: https://github.com/lorinschoeni/personalised-phishing 

The nudging banners incorporated a combination of icons and 
text designed to remind users of various techniques for identify-
ing phishing, thereby helping to maintain a heightened level of 
alertness. This approach aligns with training methods that focus 
users’ attention on potential threats by providing targeted warnings 
through in-situ interruptions of normal workflows [22, 51]. They 
were designed to be displayed at specific intervals while partici-
pants were engaged in a background task. Rather than relying on 
direct examples, such periodic reminders of the general threat can 
effectively sustain high levels of phishing awareness [34, 48]. 

3.3 Training Assignment & Personalisation 
We assigned all participants to one of three conditions at random, 
which in turn defined how participants were assigned to specific 
training variants. In the personalised condition, participants were 
assigned based on their proficiency, as described in Section 3.3.1. 
Additionally, we assigned participants to a randomised or education-
only control condition. 

In the randomised control condition, participants were randomly 
assigned to one of the training variants irrespective of their pro-
ficiency score. For example, a participant with a high proficiency 
score might be randomly assigned to the low proficiency train-
ing and therefore complete all elements, including the educational 
videos, the interactive training and the banners during the back-
ground task. The selected control condition enabled us to evalu-
ate whether the personalised assignment achieved improved out-
comes in comparison to a random assignment, which does not 
take into account the participants’ existing knowledge and skills. 
In the education-only control condition, participants watched the 
educational videos but did not engage in any other training compo-
nent, including the background task. This allowed us to compare 
our results to simple training, which functions as a baseline. The 
following summarises differences between the conditions: 

https://github.com/lorinschoeni/personalised-phishing
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Figure 3: Overview of the training elements that included 1) a screenshot from one of the educational NoPhish videos shown to 
participants, 2) an exemplary email from the interactive phishing training teaching users how to detect phishing, and 3) an 
example of a banner used to remind participants during the background task in which participants used an emulated email 
client. 

• Personalised Training (experimental condition): Partic-
ipants in this condition were assigned to the appropriate 
training variant based on their proficiency level. 

• Random Assignment Training (control condition): Re-
gardless of their proficiency scores, participants in this con-
dition were randomly assigned to one of the three training 
variants. 

• Education-Only Training (baseline control condition): Par-
ticipants in this condition only watched the educational 
videos. 

In Table 1, we provide an overview of participant assignments 
to each condition and training variant. As proficiency followed 
a normal distribution, we assigned a higher percentage into the 
personalised condition to ensure a large enough sample size in the 
low and high proficiency training variants. 

Table 1: Summary of how many participants were assigned 
to each training variant. Participants in the personalised 
condition were assigned based on pre-training classification. 

Group Personalised Randomised 
Control 

Education 
Control 

Education-only - - 89 
Low 37 28 -

Medium 75 31 -
High 46 36 -

3.3.1 Personalisation. In the personalised training condition, we 
categorised participants into three groups based on their pre-training 
proficiency, similar to previous studies (e.g., [33]) and in alignment 
with proposals for NIST’s NICE framework [61]. This approach 
enabled us to capture multiple dimensions of phishing-related 
proficiency—such as knowledge, ability tests, self-assessments, and 
attitudes—while using a score as an intuitive measure of overall 
proficiency and progress along the Security Curve. 

To account for the multifaceted nature of proficiency, we em-
ployed several scales that assess relevant metrics and differentiate 
between individuals [42], adapted from [54]. Given the lack of 
scales targeting phishing-specific expertise, we utilised the estab-
lished SA-13 scale [19] to measure general cybersecurity attitude. 
To capture knowledge, we employed email use and knowledge 
items from the Human Aspects of Information Security Question-
naire’s (HAIS-Q) [43], which has been constructed to be modularly 
used. However, as the HAIS-Q does not directly address phishing, 
we complemented it with phishing-specific knowledge tests. We 
additionally collected self-estimates of knowledge, ability, and alert-
ness to capture participants’ self-image of where they stand on the 
Security Curve, as well as a phishing classification task to directly 
evaluate participant abilities. We further elaborate on how these 
variables are measured in Section 3.4. 

For the personalisation, we further added information on email 
use and previous cybersecurity training experience to better un-
derstand participants’ backgrounds. These scores were all summed 
up into a single participant score. We provide an overview of 
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this score calculation in Fig. 4. Based on the resulting score, partici-
pants were categorised into one of three different groups. If their 
score was below 20, they were assigned into the low proficiency 
group. If their score was above 26, they were assigned into the high 
proficiency group. Everyone else was assigned into the medium 
proficiency group. The cut-offs were based on insights from [54], 
with adjustments after internal testing and a pilot test with 10 par-
ticipants. The final sample’s proficiency score distribution (Median 
= 23.1, SD = 4.46) indicated that our cut-offs (proficiency scores of 
20 and 26, respectively) were suitable for capturing medium profi-
ciency and separating it from low and high proficiency groups. We 
summarise group differences in the following: 

1) Low proficiency: In line with the security learning curve 
(cf. Fig. 2) people with low proficiency first need to learn, 
e.g., through educational video material, what phishing is, 
why it is relevant, and how to recognise it. Then, the transfer 
of the theoretical knowledge to everyday life situations, i.e., 
the implementation of skills and abilities [52], needs to be 
practised. Therefore, the group additionally completed an 
interactive phishing detection quiz. And finally, in ev-
eryday life the alertness for phishing might decrease over 
time or in stressful situations. Repetition and nudges such as 
reminders can support successful habituation of the learned 
behaviour [52]. Hence, the group finally received reminders, 
informed by the findings of [48] to keep alertness levels high. 

2) Medium proficiency: People with medium proficiency 
know about phishing in theory but may lack practise. Hence, 
they only completed the interactive phishing detection 
quiz and also received reminders to keep alertness levels 
high. 

3) High proficiency: People with high proficiency know about 
phishing and can successfully detect phishing emails. How-
ever, even they might lack alertness in everyday life, pre-
venting them from successfully applying their skills. Hence, 
this group only received reminders to counteract a lack of 
alertness. 

In total, there were 82 participants with low proficiency, 157 
participants with medium proficiency, and 103 participants with 
high proficiency. As proficiency follows a normal distribution, a 
higher proportion exhibited medium proficiency. In Table 2, we 
provide a more detailed overview of proficiency groups across the 
different conditions. Only participants in the personalised condition 
were assigned to training based on their proficiency level. 

3.4 Procedure 
After providing informed consent, participants first completed a 
pre-training questionnaire, then the training they were assigned to, 
and finally a post-training questionnaire. The entire study, includ-
ing the training, was hosted on Qualtrics. The pre- and post-training 
questionnaire both contained sections to test specific components 
of phishing proficiency, including self-estimates of phishing pro-
ficiency, knowledge tests, the Security Attitude Inventory with 
13 items (SA-13) [19], and a phishing classification task including 
screenshots of emails that needed to be classified as legitimate or 
phishing emails. In addition, in the pre-training questionnaire, we 
collected phishing-related background from knowledge items in 

the email use and knowledge focus areas of the HAIS-Q [43]. In 
the post-training questionnaire, we collected training feedback, all 
items from the HAIS-Q’s email and internet use focus areas, as well 
as demographic data, including personality aspects using the short 
version of the Big Five Inventory with ten items (BFI-10) [47]. The 
full questionnaire can be found in the supplementary material. The 
phishing knowledge test consisted of 5 multiple-choice questions 
in both tests, evaluating participants’ knowledge, where one out 
of multiple answers was correct. One example of a question is “If 
you receive an email that appears to be from your bank, asking for 
your password, what should you do?” In the phishing classification 
task, we presented 12 emails to participants in both tasks, where 
participants were prompted to classify whether each email is phish-
ing or not. These emails were interactive, i.e., users could learn 
more information about the sender or hover over links. The order 
of all phishing knowledge and classification test questions was 
randomised across the study, to account for potential differences in 
difficulty. The procedure is visually summarised in Fig. 5. 

Training. After the categorisation, participants interacted with 
the training elements based on their condition and assignment. To 
increase realism and keep all participants occupied for the same 
amount of time despite different training components of varying 
length, participants in the personalised and randomised conditions 
completed a background task during the training. This task in-
volved interacting with emails in a fictional office-themed mailbox 
with various actions, such as downloading or opening an attach-
ment, reporting an email, or sending a reply. We provide more 
information on the background task in Appendix A. The educa-
tional video and interactive training elements temporarily paused 
the background task, ensuring that participants focused exclusively 
on these components until they were completed. Once finished, 
participants resumed the background task, continuing until another 
training element was triggered or the training ended. In contrast, 
the reminder banners were integrated into the background task and 
displayed at set intervals, allowing participants to encounter all 
banners during the training. After the training, participants were 
asked for feedback on the training, followed by the post-training 
questionnaire. 

3.5 Ethical Considerations 
The design of our study followed established ethical standards for 
psychological research involving humans [3] and was approved 
by our university’s IRB. We minimised the potential for privacy 
invasion, e.g., by collecting age ranges instead of a concrete age. Par-
ticipants were informed about the nature of the tasks and provided 
informed consent. Participation was voluntary and participants 
could abort the study and request the deletion of their data at any 
time without negative consequences. All participants received an 
equal payment in line with Prolific’s suggestions for fair compen-
sation of £6.75 for their 45-minute participation. 

3.6 Pre-Registration 
This research has been pre-registered on OSF to enhance trans-
parency and replicability of the work. 2 

2Pre-registration: https://osf.io/ub5jp 

https://osf.io/ub5jp
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Figure 4: An overview of the training score assignment based on [54]. All participants completed the questionnaire, knowledge 
quiz and classification task. We calculated a score based on their email client use, training experience, self-reported proficiencies, 
their security awareness, their security attitudes, their correct answers in the phishing quiz and correct answers in the email 
classification task. The table shows detailed explanations of the score components and attribution with example calculations. 

Table 2: Summary of how many participants were assigned to which condition and their distribution of proficiency levels as 
calculated from the pre-training score based on a questionnaire and classification task. 

Group Personalised Randomised Education-Only 

Total Number 158 95 89 

Distribution of proficiency levels based on pre-training questionnaire score 

Low 37 24 23 
Medium 75 46 38 
High 46 25 28 

Figure 5: An overview of the study procedure and the three conditions. All participants first went through a questionnaire 
and classification task, and subsequent clustering into three proficiency levels: low, medium, and high. Participants in the 
education-only control condition only watched the educational video material. After the training, all participants again 
completed a questionnaire and classification task to measure their post-training proficiency level. 

4 Results 
In the following, we first present the results in line with our pre-
registered research questions and hypotheses. Afterwards, we re-
port on additional exploratory analyses. 

All quantitative data analysis was conducted in R version 4.3.2 [46]. 
We calculated regression models using the lme4 package [6]. Specif-
ically, we fit a linear model to assess the effects of time (pre- vs. 
post-training), assignment condition, and proficiency level on the 
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variables of interest as outcome variables. We then conducted post-
hoc tests using the emmeans package [36] to determine the esti-
mated marginal means of the interaction between time (pre- vs 
post-training), proficiency level, and training assignment condition. 
We contrasted these marginal means to test hypotheses H1 to H4. 
This allowed us to isolate and compare the effects of each factor 
while controlling for the influence of other variables in the model. 
We used an adjustment to account for the increased probability of 
false positives in multiple testing, which can increase the chance 
of false negatives. In the following sections, we report only the rel-
evant contrasts derived from the post-hoc analyses. The full results 
of the regression models, including detailed parameter estimates, 
can be found in Appendix B. 

We applied an alpha level of 0.05 as the significance threshold. In 
our analysis, we used confidence intervals to provide more nuanced 
insights into the range of potential effects. A confidence interval 
that includes zero indicates a non-significant p-value. We did not 
transform the different variables, which ensures that they represent 
original scales and observed behaviour. While this limits direct 
comparability between variables, the results are therefore directly 
interpretable. For instance, a 0.05 difference in phishing detection 
accuracy represents a 5% difference in the accuracy of detecting 
phishing emails or a 0.1 difference in security attitude represents a 
0.1 difference in the SA-13 scale’s score. Consequently, we group 
the reporting of results by the different variables. 

We also assessed whether the control variables age, education, 
or one of the BFI personality traits significantly influenced profi-
ciency gain. To do so, we fitted competing models with each control 
variable as a fixed factor. However, none of these models improved 
the fit (see Appendix B). Consequently, we excluded the control 
variables from further analysis. 

4.1 Training Increases Proficiency Across 
Groups 

Overall, the training increased the phishing proficiency of all groups. 
These effects extended to the components making up the composite 
proficiency score, including phishing detection accuracy, security 
attitude, and proficiency self-estimates. The only exception is the 
accuracy of detecting benign emails as benign, which slightly de-
creased through the training. In other words, participants were 
slightly more likely to classify a benign email as phishing after 
the training. We provide an overview of the pre- and post-training 
effect across all conditions and groups in Table 3. 

In the following, we will describe the training effects on profi-
ciency increases and its key component factors, as well as differ-
ences between conditions and groups to answer H1 to H4. 

4.1.1 Effects on Phishing Proficiency. We analysed the effect of the 
training on the phishing proficiency score we calculated. Our results 
support H1 to H3 regarding phishing proficiency improvements. 
Specifically, participants demonstrated a significant increase in 
phishing proficiency following the intervention (𝑀 = 2.73, 𝑆 𝐸 = 
0.28, 95% CI [2.17, 3.28]), confirming H1. Furthermore, participants 
receiving the full training outperformed those in the education-only 
group, showing significantly greater improvement (𝑀 = 1.95, 𝑆𝐸 = 
0.58, 95% CI [0.60, 3.29]), in line with H2. Similarly, participants with 
a lower baseline proficiency improved substantially more compared 

to those with a higher baseline proficiency (𝑀 = 3.94, 𝑆𝐸 = 0.75, 
95% CI [2.20, 5.67]), supporting H3. However, H4 was not supported, 
as there was no significant difference between the personalised and 
randomised assignment groups (𝑀 = 0.75, 𝑆𝐸 = 0.46, 95% CI [-
0.32, 1.82]). While the personalised group’s estimate was higher, its 
confidence interval included zero. We summarise these results in 
Table 4. 

4.1.2 Effects on Phishing Detection Ability. We analysed partici-
pants’ ability to detect emails, which ranges from 0, indicating no 
correct detection to 1, indicating completely correct detection. Our 
results for detection ability also support H1-H3. Participants in the 
personalised condition showed a significant increase in detection 
ability post-training (𝑀 = 0.19, 𝑆𝐸 = 0.02, 95% CI [0.14, 0.23]), 
consistent with H1. Additionally, participants who underwent full 
training exhibited significantly greater improvements compared 
to those in the education-only group (𝑀 = 0.13, 𝑆𝐸 = 0.05, 95% CI 
[0.02, 0.23]), supporting H2. As predicted in H3, participants with 
lower baseline detection ability improved more than those with 
higher baseline detection ability (𝑀 = 0.18, 𝑆𝐸 = 0.06, 95% CI [0.04, 
0.32]). 

We further analysed the benign email detection accuracy of 
participants, that is, how accurately participants classified benign 
emails as not-phishing. This allowed us to isolate whether the 
higher phishing detection behaviour actually indicates increases in 
phishing detection ability rather than general increases in suspi-
cion and thus over-reporting. As shown in Table 6, none of these 
effects were significant, indicating that the benign email reporting 
behaviour did not significantly change for the compared groups. 

In contrast, H4 was not supported for detection ability, as the 
difference between personalisation and random assignment was 
not statistically significant (𝑀 = 0.04, 𝑆𝐸 = 0.05, 95% CI [-0.04, 
0.13]). We visualise these changes in Fig. 6. While participants in 
the personalised condition demonstrated a higher increase in the 
phishing detection accuracy and a lower decrease in the benign 
detection accuracy, the confidence intervals included zero. 

We further break down these changes into proficiency groups 
for the personalised and randomised training assignment condi-
tions. Fig. 7 shows the training effect on the personalised condition, 
indicating that benign detection accuracy remains relatively con-
stant, while phishing detection accuracy increases to very similar 
levels for all proficiency groups. For the randomised assignment 
condition shown in Fig. 8, we generally observe a higher variance 
and a tendency for lower post-training benign detection accuracy. 
Furthermore, the upper and lower boundaries of the confidence 
interval differ more substantially and again show higher variance, 
demonstrating a less consistent trend in post-training values. 

4.1.3 Effects on Security Attitude and Self-Estimated Proficiency. 
Our findings on security attitudes, measured through the SA-13, 
support H1, but fail to support H2-H4. Specifically, participants in 
the personalised training condition exhibited a significant improve-
ment in security attitude post-training (𝑀 = 0.24, 𝑆𝐸 = 0.06, 95% 
CI [0.12, 0.36]), confirming H1. However, H2 was not supported, 
as the difference between full training and education-only groups 
was not statistically significant (𝑀 = 0.14, 𝑆𝐸 = 0.13, 95% CI [-0.16, 
0.44], p = 0.44). Similarly, H3 was not supported, with no significant 
difference in security attitude improvements between participants 
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Table 3: Marginal mean estimates from the pre- and post-training contrasts for the variables from each regression model. 
Significant values, i.e., for which the confidence intervals (CIs) do not include 0, are marked with an asterisk *. 

Variable Estimate SE Lower CI Higher CI 

Total Proficiency Score* 2.3 .20 1.92 2.68 
Phishing Detection Accuracy* .15 .02 .11 .18 
Benign Detection Accuracy* -.05 .02 -.08 -.02 
Security Attitude* .27 .04 .19 .36 
Self-Estimate Knowledge* .65 .06 .54 .77 
Self-Estimate Ability* .45 .06 .34 .56 
Self-Estimate Alertness* .66 .06 .54 .78 

Table 4: Marginal mean estimates from the regression model including the proficiency level as a variable. These marginal 
means are contrasted between different participant groups to highlight differences for the four hypotheses H1-H4, with the 
value denoting the estimated mean difference between the compared groups. Significant values, i.e., for which the confidence 
intervals (CIs) do not include 0, are marked with an asterisk *. 

Variable “Total Proficiency Score” Estimate SE Lower CI Higher CI 

H1: Personalisation Improvement* 2.73 .28 2.17 3.28 
H2: Full vs. Education-only* 1.95 .58 .60 3.29 
H3: Low vs. High Baseline* 3.94 .75 2.20 5.67 
H4: Personalisation vs. Randomisation .75 .46 -.32 1.82 

Table 5: Marginal mean estimates from the phishing detection accuracy regression model. The contrasts highlight group 
differences for the four hypotheses H1-H4. Significant values, i.e., for which the confidence intervals (CIs) do not include 0, are 
marked with an asterisk *. 

Variable “Phishing Detection Accuracy” Estimate SE Lower CI Higher CI 

H1: Personalisation Improvement* .19 .02 .14 .23 
H2: Full vs. Education-only* .13 .05 .02 .23 
H3: Low vs. High Baseline* .18 .06 .04 .32 
H4: Personalisation vs. Randomisation .04 .05 -.04 .13 

Table 6: An overview of marginal mean estimates from the benign detection regression model. The contrasts highlight group 
differences for the four hypotheses H1-H4. Significant values, i.e., for which the confidence intervals (CIs) do not include 0, are 
marked with an asterisk *. 

Variable “Benign Detection Accuracy” Estimate SE Lower CI Higher CI 

H1: Personalisation Improvement <.01 .02 -.04 .05 
H2: Full vs. Education-only .05 .05 -.06 .16 
H3: Low vs. High Baseline .03 .06 -.12 .17 
H4: Personalisation vs. Randomisation .08 .04 -.01 .17 

with lower and higher baseline attitudes (𝑀 = 0.36, 𝑆𝐸 = 0.17, 95% 
CI [-0.02, 0.75], p = 0.75). Finally, H4 was also unsupported, as no 
significant difference was observed between personalised and ran-
dom assignment groups (𝑀 = −0.06, 𝑆𝐸 = 0.10, 95% CI [-0.30, 0.18], 
p = 0.18). 

Finally, we analysed the effect of training improvement on the 
three phishing self-estimates questions, where participants rated on 
a scale from 1 to 5 how high they estimated their own ability to de-
tect phishing, alertness to phishing, and knowledge about phishing. 

In Fig. 9, we provide an overview of the estimates and confidence 
intervals. Overall, H1 and H3 are again supported for all three vari-
ables, with alertness and knowledge showing higher improvements 
than ability self-estimates. H2 was partially supported for alert-
ness and knowledge, but not for the ability self-estimate, where 
the difference between full training and education-only groups is 
not significant. The results do not support H4, as none of the self-
estimates differed significantly between the personalisation and 
randomised assignment conditions. 
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Figure 6: Phishing and benign email detection performance of the personalised as compared to the randomised training 
assignment conditions. 

Figure 7: Phishing and benign email detection performance of proficiency groups in the personalised training condition. 

4.1.4 Exploratory Analysis of Training Match. Beyond the pre-
registered analysis, we conducted an exploratory analysis to eval-
uate whether user proficiency matching the training variant they 
received influenced any training outcomes. Many participants in 
the randomised control condition were assigned to a training vari-
ant that corresponds to their proficiency level by chance. Thus, 
a certain percentage of participants were also correctly matched 
with training content, which might have influenced the comparison 
with the personalised condition. To correct for that influence, we 
exploratively conducted a direct evaluation of the training “match” 

vs. “non-match”. To this end, we calculated a new model with train-
ing match as an additional explanatory variable. We calculated this 
model on a subset of the sample that excluded participants in the 
education-only control condition, as they all received a baseline 
training. We then again contrasted the marginal means between 
groups that either matched or did not match the training variant, 
which we present in the following. A summary of these results can 
be seen in Table 8. 

For overall phishing proficiency there was a significant dif-
ference between the “matched” and “non-matched” participants 
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Figure 8: Phishing and benign email detection performance of proficiency groups in the randomised training condition. 

Table 7: An overview of marginal mean estimates from the security attitude regression model. The contrasts highlight group 
differences for the four hypotheses H1-H4. Significant values, i.e., for which the confidence intervals (CIs) do not include 0, are 
marked with an asterisk *. 

Variable “Security Attitude” Estimate Standard 
Error 

Lower CI Higher CI 

H1: Personalisation Improvement* .24 .06 .12 .36 
H2: Full vs. Education-only .14 .13 -.16 .44 
H3: Low vs. High Baseline .36 .17 -.02 .75 
H4: Personalisation vs. Randomisation -.06 .10 -.30 .18 

(𝑀 = 1.03, 𝑆𝐸 = 0.34, 95% CI [0.36, 1.7]). Furthermore, we found sig-
nificant differences in phishing detection accuracy (𝑀 = 0.06, 𝑆𝐸 = 
0.03, 95% CI [0.01, 0.16]), self-estimated knowledge (𝑀 = 0.23, 𝑆𝐸 = 
0.10, 95% CI [0.03, 0.43]), self-estimated ability (𝑀 = 0.20, 𝑆𝐸 = 0.10, 
95% CI [0.001, 0.40]), and security attitude (𝑀 = 0.19, 𝑆 𝐸 = 0.07, 
95% CI [0.04, 0.34]). However, we found no significant difference 
for benign detection accuracy and self-estimated alertness. 

4.2 Preference of Personalisation 
Type of Training Assignment. After the training, we asked par-

ticipants how they preferred to be assigned to different phishing 
training variants. We asked them if they prefer automatic assign-
ment based on personalisation, a recommendation with final choice, 
or simply self-selection with no additional input. 

Consistent with H5, participants favoured personalisation over 
recommendation. Generally, participants favoured personalisation 
as a recommendation, while keeping the final choice. A sizeable 
amount of participants also preferred automatic personalisation 
with no user input. We evaluated whether this preference differed 
based on whether the training variant they experienced fits their 
proficiency group, with an overview provided in Fig. 10. A Pearson’s 
Chi-squared test confirmed that this feedback was significantly 
affected by this match (𝜒 2 (6) = 17.78, 𝑝 = .006). If people were put 

into a lower proficiency training than their own proficiency group 
would have determined or if it was matched, only a small number 
of participants preferred to select the training themselves. However, 
if people experienced a training that was tailored towards a higher 
proficiency group, a large number of participants instead preferred 
to select the training themselves. 

Training Variant Preference. We additionally asked participants 
whether they preferred the training they just completed, compared 
to all other alternatives they could have experienced. We evalu-
ated whether this preference depended on the training variant’s 
match with the participants’ proficiency group. A Pearson’s Chi-
squared test confirmed that this feedback was significantly affected 
by whether the training matched (𝜒 2 (9) = 29.27, 𝑝 < .001). These 
results support H5a, as people preferred the training they experi-
enced compared to other options. Accordingly, people preferred 
the training they experienced more if they were assigned through 
personalisation rather than randomly. 

4.3 Training Design 
Immediately after the training, we asked participants for their feed-
back in three open-ended questions: What they liked about the 
training, what aspects they did not like, and what else they would 
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Figure 9: Overview of the self-rating contrast estimates for each hypothesis, across all three variables: ability, alertness, and 
knowledge. Ratings were given on a scale from 1 to 5. 

Table 8: An overview of estimated marginal mean differences across all regression models. The contrasts highlight differences 
between participants that were assigned a training variant “matching” compared to “not matching” their proficiency level. 
Significant values, i.e., for which the confidence intervals (CIs) do not include 0, are marked with an asterisk *. 

Variable Estimate SE Lower CI Higher CI 

Total Proficiency Score* 1.03 .34 .36 1.7 
Phishing Detection Accuracy* .06 .03 .01 .16 
Benign Detection Accuracy .02 .03 -.03 .07 
Self-Estimated Knowledge* .23 .10 .03 .43 
Self-Estimated Ability* .20 .10 .001 .40 
Self-Estimated Alertness .19 .11 -.03 .40 
Security Attitude* .19 .07 .04 .34 

like to see in a phishing training. These answers were inductively 
coded by three independent raters. After completing 10% and 100% 
of the coding each, the raters compared their coding and resolved 
any disagreements by discussion. In the following, we summarise 
these responses. We indicate participants by their ID and a starting 
character to describe their proficiency level, with ‘L’ indicating low, 
‘M’ indicating medium, and ‘H’ indicating high proficiency. 

4.3.1 General Positive and Negative Feedback. “Fun to interact 
with (M137)” Participants across all training groups enjoyed the 
interactive nature and realistic setting of the training, and found it 
to be informative, interesting, and engaging. The clear and concise 
explanations and clear terminology, including in the videos, made 
it easy for participants of all levels to understand. They found 
that the new information had an impact on their awareness. For 
instance, one participant mentioned “it gave me useful and relevant 
information about phishing, a lot of which I wasn’t previously 
aware of. (L147)” 

Repetition and Pace. Participants disliked the repetition of 
some elements, such as the banners, the completion of the back-
ground task, or the videos if they were already familiar with them. 
While participants predominantly reported the pace as being appro-
priate and the information as being easy to understand, some felt 
that the pace of the training was too slow and that the training as a 
whole took too long to complete. For instance, a participant in the 
education-only condition described that “the training assumes you 
don’t know much about Phishing and talks to all levels of viewers, 
but this was tiresome for someone who knows more about this 
subject. (H9)” Another participant in the full training mentioned 
“Videos were too long and could have got the point across more 
quickly. Potentially because I’m quite aware of phishing scams, so 
it covered ground I was already familiar with. (M107)” 

4.3.2 Feedback on the Training Material. While the main focus was 
on investigating the benefits of training personalisation, we also 
evaluated participant perception of the training components we 
used in this context. 
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Figure 10: Participant feedback on how they wish to be assigned to personalised training. We show whether the assignment 
matched their proficiency level (matching), was below their proficiency level (lower), or above it (higher). 

Educational Videos The NoPhish videos were overall well per-
ceived by the participants. They enjoyed the animation style and 
perceived the narrator as pleasant and at eye-level, able to clearly 
and concisely present technical information. As one participant 
mentioned, “The videos were engaging and entertaining, without 
trivialising the topic (H277).” The integration of stories was particu-
larly well-received by participants, with one expressing “I liked the 
storytelling aspect of the videos. They made the content interesting, 
compelling and watchable — I didn’t struggle to keep focused on 
the content. (H201)” Nevertheless, some participants criticised that 
the videos were too slow and long, with several suggesting that 
they should be consolidated. Additionally, the use of the German 
context was described as unfitting in an international setting. 

Interactive training The quiz-like interactive training, where 
participants made choices and received feedback on their answers, 
was particularly well received. Many participants mentioned that 
it helped reinforce prior knowledge learned in the video, with 
participants describing that “the interactive choices were fun and 
drove home the message. (L252)” and that they “allowed me to apply 
the new cybersecurity knowledge that I learned from the videos. 
(L26)” 

Banner Reminders Participants also mentioned that the re-
minders during the background task also kept their awareness high 
throughout the training. Some participants mentioned that they 
“felt non-intrusive yet provided me with some timely reminders 
about my behaviour. (H41)” The banners were sometimes described 

by participants as annoying or distracting. In particular, a few par-
ticipants mentioned that they would rather see direct examples of 
emails, rather than banners of the threat in general. One participant 
described “I didn’t like the pop-ups at the top. I would prefer to see 
examples of these emails. (M309)” 

4.3.3 Recommendations. Adapt Training. Participants prominently 
mentioned that they would have liked to see additional videos espe-
cially from other perspectives, such as “from victims of phishing and 
leading experts advice. (M175)” Furthermore, participants indicated 
a preference for being taught about other threats and scenarios, like 
smishing or romance scams. For instance, one participant wrote 
that they wanted “more scenarios, to further explain the dangers 
and what to look out for. (M238)” 

The training’s interactivity was well perceived and many par-
ticipants stated a preference for additional knowledge quizzes or 
detection tasks. Various participants would have liked either imme-
diate feedback on performance or an overall report at the end of 
the training. They felt this would give them an additional edge by 
clarifying what is and is not phishing through additional practice. 
For instance, one participant mentioned that they wanted “a quiz 
at the end to check on learning. (H133)” 

General Differences Between Proficiency Levels. Partici-
pants generally requested more information on what elements 
would make emails suspicious and what appropriate action could 
be taken when they encounter a phishing email. Lower proficiency 
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levels wanted additional information on how they could prevent 
phishing, while higher proficiency levels desired information on 
how to recover after falling for phishing. Participants of higher 
proficiency levels also requested more technical details such as in-
formation about malicious file extensions or on suspicious message 
headers. 

4.4 Summary of Results 
In the following, we summarise the results of the quantitative and 
qualitative analysis. Across the hypotheses, we found that per-
sonalised training generally led to improvements in most areas, 
especially for participants with lower baseline proficiency. Benign 
email detection accuracy was a consistent exception, showing little 
improvement across all conditions but also no decrease. Person-
alisation was preferred by participants, and while there was no 
significant performance difference between the personalised and 
random assignment condition, there was a significant difference on 
whether training matched or did not match users’ proficiency levels. 
The full training was generally more effective than education-only 
approaches, except in a few areas like benign email detection and 
self-assessed phishing detection ability. Overall, personalisation and 
proficiency-matched training were favoured and showed greater 
impact on improvement. The findings relating to the hypotheses 
are summarised in Table 9. 

Participants provided generally positive feedback after the train-
ing, consistently across proficiency levels but more critical in the 
randomised condition. Participants appreciated the interactive and 
realistic training, finding it informative and easy to understand. 
The videos and interactive quizzes were generally well-perceived 
and especially useful in combination, while the reaction to the ban-
ners was still positive, but more mixed. However, participants also 
reported issues with the pacing and scope, occasionally finding the 
training too slow or lengthy. Participants recommend incorporating 
more expert videos and covering more types of phishing, along 
with adding interactive quizzes and providing immediate feedback. 
Additionally, they suggest including more in-depth information on 
phishing consequences, tailored to different proficiency levels. 

5 Discussion 
In the following, we discuss the training effectiveness, the bene-
fits of personalisation, and the training material. We conclude by 
providing recommendations for phishing training based on our 
results, followed by a reflection on limitations and potential for 
future work. 

5.1 Effectiveness of the Training 
Overall, the training was seen as effective and all groups across 
conditions displayed substantial improvements to their phishing 
proficiency. Confirming H1, the personalised groups demonstrated 
potential gains in the self-perception of their phishing skills, their 
security attitude, as well as their behaviour. 

Control variables show no significant effect. We measured several 
control variables including age, education, and personality traits. 
However, none of them improved the model fit to explain the train-
ing improvements. While previous research highlighted the effect 
of these variables on phishing susceptibility or related measures 

(e.g., [23, 38, 60]), these variables did not seem to impact the profi-
ciency increases and appeared unrelated to personalisation-specific 
effects. Consistent with [54], the findings suggest that personally 
identifiable information does not have a substantial influence on 
training gains. 

H1: The training is overall effective. The training was seen as 
effective and all groups across conditions showed substantial im-
provements to their phishing proficiency. As confirmed in H1, the 
personalised groups demonstrated gains in the self-perception of 
their phishing skills, their security attitude, as well as their be-
haviour. As the training combined several different methods of 
phishing detection together (i.e., attachments, links, and biases), 
participants might have been more able to assess phishing emails 
more systematically and benefit from insights of methods that fit 
their needs or complemented their proficiency. For instance, partic-
ipants can be trained to trigger more systematic thinking based on 
email cues attempting to exploit cognitive biases (cf. [70]), and then 
follow this up with learned principles of fake link detection. Such a 
combination seems promising and should be further evaluated. 

H2: Videos are effective, but enhanced with interactivity. Over-
all, the results demonstrate that the education-only version of the 
training, consisting solely of the three NoPhish videos [72], can be 
effective at increasing phishing proficiency. This finding further 
validates previous work (e.g., [7, 8]) with training that combined all 
three videos and compared their effect to similar content delivered 
in other forms. However, participants in the education-only condi-
tion showed smaller improvements as compared to the full training 
for most variables, as predicted by H2. While pattern did not hold 
for the ability self-estimate, we assume this is due to the variable 
showing smaller improvements in the training across conditions, 
pointing to an effect too subtle for our study to detect reliably. 

H3: The training levels the playing field. The training was de-
signed to improve participants’ phishing proficiency to a similar 
level, as outlined in the security learning curve [52]. As such, the 
training provided content that primarily delivered broad founda-
tional improvements in practical skills or knowledge and awareness, 
rather than honing speciality skills. The results confirm this effect, 
while still providing improvements for high-proficiency users. Ac-
cordingly, our training is effective at targeting users from different 
backgrounds and bringing them all to an improved, comparable 
proficiency level. 

Phishing and benign detection ability. The phishing detection 
ability increased substantially between the pre- and post-training 
classification task, while the benign email detection ability stayed 
relatively constant. This is to be expected; while the training aimed 
to increase participants’ behaviour by increasing their security 
behaviour, the goal was not to also increase the ability to identify 
benign emails as not being phishing. However, the absence of a 
decrease suggests that the training actually increases users’ ability 
to differentiate phishing emails from benign emails, rather than 
just raising suspicion in general. This is an important comparison 
to account for, as some previous phishing training led to unwanted 
effects where people’s suspicion towards benign emails increased 
as well, leading to overprotective behaviour (e.g., [56]). 
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Table 9: Summary of hypotheses and related findings. 

Hypothesis Findings 

H1: Improvements in Personalised 
Groups 

Consistent training improvements in personalised groups for all variables, 
except benign email detection accuracy. 

H2: Full Training vs. Education-Only Full training is generally more effective, except for benign email detection 
accuracy and self-estimates of phishing detection ability. 

H3: Increases of Lower Baseline vs. 
Higher Baseline Proficiency 

Participants with a lower baseline proficiency show consistently higher im-
provements, except for benign email detection accuracy. 

H4: Personalised vs. Random Assign-
ment 

Mean proficiency was consistently higher in the personalised condition, but 
the difference from the random assignment condition was not significant. 

H5 & H5a: Preferences for Training 
Assignment and Type 

Participants preferred personalisation over random assignment and preferred 
training that fit their proficiency group compared to others. 

Interestingly, a more detailed look at the proficiency groups 
between the personalised and random assignment condition re-
veals some different trends. While the benign email detection in 
the personalised email detection stays relatively similar, there is 
a tendency for it to decrease in the random assignment condition. 
Furthermore, small increases in the mean benign detection ability 
of the low proficiency group actually hints at a slight improve-
ment in the personalised training condition. The different trends 
between condition diverge even more for the phishing detection 
accuracy. While all three proficiency groups show almost identical 
post-training accuracies, it is much more varied in the random 
assignment condition. 

5.2 Benefits of Personalisation 
Overall, the results indicate that personalisation appears to be a 
useful technique in ensuring that training matches proficiency 
needs, which in turn increases training outcomes. Personalisation of 
training therefore allows to tailor content more specifically to users’ 
security proficiency, lowering the need for excessive training, and 
can be effective even with sparse data. Since industry cybersecurity 
training has limited time and resources available, personalisation 
can ensure that they are more appropriately assigned to employees 
based on overall need. 

H4: Personalisation seems to be helpful. While participants in the 
personalised group demonstrated the highest proficiency values 
and the confidence intervals only narrowly included zero, differ-
ences between the personalised and the randomised group were 
not significant. However, the study might not have had sufficient 
power to detect more nuanced effects in this comparison, as one 
third of the participants in the random assignment condition had 
an identical experience as those in the personalised training con-
dition. Furthermore, participants in the high proficiency group 
showed lower increases, further limiting the variation that can be 
explained by the condition differences. Despite these limitations, 
the results still indicate a trend that the personalisation seems to 
be effective, with low proficiency participants showing the highest 
proficiency increases in the personalised training condition. This 
effect is consistent with findings in learning sciences, which found 

that children with lower base knowledge benefited more from the 
personalisation [62]. 

To account for the indirect measurement of whether training 
matches participants’ needs, the exploratory analysis provides im-
portant context. It reveals that training that matches users’ profi-
ciency levels enhances total proficiency, phishing detection, self-
estimated knowledge and ability, as well as security attitudes. These 
findings confirm the assumption that the original analysis of per-
sonalisation suffered from a lack of power to detect the indirect 
effect on training effectiveness, but which can be captured if the 
“matching” factor is directly analysed. Therefore, personalisation 
appears useful in increasing training effectiveness, beyond already 
enhancing efficiency, since it assigns users to training that matches 
their proficiency level. 

Previous phishing studies have consistently demonstrated smaller 
sub groups of users who show either very strong or very poor 
cybersecurity behaviour (e.g., [35, 60]). Personalisation might be 
especially effective at addressing these populations, as standard 
training might not effectively take into account substantial gaps or 
already existing proficiency. 

H5: Participants prefer personalisation. Our results demonstrate 
a clear preference among participants for personalised phishing 
training assignments. Many participants favoured personalisation 
but only as a recommendation while retaining the final choice in 
training selection. This suggests that, while people value tailored 
guidance, they also appreciate autonomy in the decision-making 
process. A substantial portion of participants also preferred fully 
automated personalisation, which underscores the effectiveness 
of removing the cognitive load of decision-making and instead 
trusting the training assignment. This effect was most visible when 
participants experienced a training that matched their proficiency 
group, highlighting the importance of experiences with personali-
sation affecting future willingness to engage with it again. 

Cybersecurity campaigns can lead to lower happiness and, es-
pecially if more extensive, to substantial time costs. Personalising 
it can help mitigate these issues by making the training content 
more tailored to employees’ proficiency level and thereby more 
concise. Even just a simple categorisation into base proficiency lev-
els, such as employed in this study, could be helpful at minimising 



It’s a Match - Enhancing the Fit between Users and Phishing Training through Personalisation CHI ’25, April 26–May 01, 2025, Yokohama, Japan 

such negative effects. Furthermore, personalisation could be more 
extensive or more granular than the training variants we evaluated. 
While more research is needed to investigate personalisation strate-
gies, emerging AI-driven technologies could substantially enhance 
these benefits (see e.g., [28]). Additionally, the use of AI could be 
used to quickly adapt the personalisation to different job profiles 
or industry positions. 

5.3 Benefits of Different Training Material 
Interactive quizzes can help users practice skills and information 
they learned in prior stages. As proposed by the security learning 
curve, building up more fundamental awareness to practical skills 
and finally to employ nudges and reminders to keep a high level 
of alertness are crucial towards ensuring secure behaviour. Many 
participants directly hinted at this effect, such as describing how 
the interactive quizzes were helpful at practising skills and informa-
tion they learned in earlier stages, while the banners functioned as 
useful, non-intrusive reminders. However, if the training material 
does not match users’ needs, the resulting frustration can lower 
engagement with and therefore effectiveness of the training. For 
instance, a number of participants reported a lack of interest and 
irritation at the slow pace, or confusion at the more high-level ban-
ner information. These proficiency-based differences could explain 
why the reception to our reminders was more mixed compared to 
other recent findings, which demonstrated a preference towards 
non-intrusive reminders [34]. 

Still, even a basic experience like the education-only condition 
seemed to provide a good user experience. However, while partici-
pants stated that they enjoyed the videos, many participants also 
complained about a lack of interaction, and that the videos seemed 
too slow for some; factors that could particularly effect participants 
with a higher proficiency for whom the videos do not deliver a 
useful learning experience. 

5.4 Recommendations for Phishing Training 
Training content. We propose a number of recommendations on 

how the effectiveness of phishing training could be increased, based 
on the analysis of our data and related work. 

• Combine multiple phishing detection methods. Phish-
ing emails use a variety of techniques to manipulate users, 
from the abuse of cognitive biases to tricking users with fake 
links and hidden malware in attachments. Training could 
provide a wider range of content and methods, such as in-
structional videos to convey self-contained information or 
interactive quizzes to train and solidify existing knowledge. 
This would allow users to benefit from training forms that 
best fit their needs and capabilities. 

• Incorporate interactive elements. Include interactive quizzes 
and practical exercises to reinforce knowledge gained in ear-
lier stages of training. This improves skill retention and keeps 
participants engaged. Participants strongly prefer feedback, 
which can help not only in phishing detection, but could also 
hone the skills for benign email detection accuracy. 

• Tailor pace to proficiency. Adjust the speed and complex-
ity of training materials to match the participant’s profi-
ciency level. This helps in making the training more relevant 

and avoids frustration or boredom, ensuring content meets 
the user’s current skills and needs. 

User assignment. Furthermore, we propose a number of recom-
mendations on how users should be assigned to training and what 
factors are important to factor into that decision. 

• Use a proficiency-based approach. Proficiency is easy to 
measure and directly related to training outcomes, thereby 
easy to justify. The use of proficiency does not require cap-
turing other more sensitive information and can be used to 
infer the appropriate training variant based on frameworks 
like the security learning curve [52]. 

• Match training to proficiency. Training can be more ef-
ficient overall by assuming different degrees of proficiency 
and only providing more detailed or fundamental content 
when necessary. Covering information a person is already fa-
miliar with might not only be pointless, but could also cause 
frustration or disinterest while using time and resources. 

• Offer personalised guidance with autonomy Provide 
tailored training recommendations based on individual needs 
but allow participants the option to choose their own path 
for a sense of control. If the personalisation is justified well, 
participants would likely prefer the training that matches 
their own appropriate proficiency level. 

5.5 Limitations and Future Work 
This work has three main limitations, (1) related to the sample, (2) 
the design of the training, and (3) the lack of long-term insights. 

First, as this study recruited English-speaking participants from 
Europe and the United States, the sample is biased towards a west-
ern population and the English language. Phishing messages are 
often not in English [59] and people in different cultures seem to 
process them differently [21, 65]. Therefore, additional research 
should explore whether our findings extend to other contexts. Ad-
ditionally, the training is mostly intended for the use in corporate 
settings, however, the study questionnaire and setting did not ex-
actly mirror such a context. While we aimed to mimic real-life 
scenarios with our training as best as possible, participants were 
still aware of the purpose of the study and the research context. 
Moreover, as this study employed an online within-between subject 
study, some conditions had lower participant number than would 
have been ideal for appropriate power in the statistical analysis. 

Second, the analysis showed that the training was most bene-
ficial for low proficiency participants. Future research could look 
into how personalised training could additionally provide value 
to higher proficiency participants. As participants also noted in 
the training feedback, phishing extends beyond the desktop screen 
and to other contexts like mobile devices. These different contexts 
affect how we deal with phishing emails [69], which provides fur-
ther avenues for personalising phishing training to empower users 
more comprehensively. Furthermore, personalisation could be a 
promising avenue to account for other inter-individual differences 
more effectively, such as visual impairment [30]. 

Third, training effects, especially for lower proficiency partici-
pants were promising. However, we are lacking long-term insights 
into how well the increased proficiency and alertness are retained 
over time. 
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Ultimately, the primary goal of the present work was to assess 
the overall effectiveness of the personalisation effort, and therefore 
modelled its analysis on the basic experimental setup. Future re-
search could aim to account for greater variability in the data by 
exploring additional factors, potentially uncovering mediators that 
influence training outcomes and clarify individual differences in 
more detail. 

6 Conclusion 
We evaluated a personalised online phishing training with 342 
participants. As part of the personalisation, we evaluated partic-
ipants’ proficiency and assigned them to a training variant that 
accounted for their prior expertise to achieve a similar post-training 
proficiency. Participants in lower proficiency groups benefited the 
most from this personalisation, showing the greatest improve-
ments in proficiency and achieving post-training phishing detection 
accuracy equivalent to that of high-proficiency participants. We 
compared this personalisation to random assignment, revealing 
a tendency towards higher scores in the personalised condition 
but without confirming a significant overall difference. Neverthe-
less, the exploratory analysis demonstrated greater effectiveness 
of proficiency-matched training, which is facilitated by personali-
sation. Training feedback further revealed a strong preference for 
personalisation and complementary effects of interactive quizzes 
following educational videos. We encourage further research, par-
ticularly to investigate personalisation techniques that are more 
granular and that also focus on increasing the expertise of high-
proficiency users. However, personalisation appears to be effective 
in categorising users into a few clearly defined proficiency groups 
and tailoring training content to those groups. As a result, training 
with simple personalisation can be more efficient overall, as it better 
aligns content and delivery with user needs. 
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The data that support the findings of this article are openly available 
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A Background Task 
We implemented a background task that loosely mirrors the mailbox 
of an employee working at a company, following a scenario where 
the employee just came back to work from a holiday and now has 
to keep up with various emails. These emails include work-related 
topics, such as discussing tasks and news, sending meeting minutes, 
or scheduling appointments. Furthermore, some of the emails are 
not strictly work-related, such as asking if anyone found a lost 
scarf or people to an event. Finally, some emails represent spam 
or phishing. We provide the full source code of the background 
task in the overall training code repository on GitHub.3 Example 
screenshots of the background task emails can be seen in Fig. 11. 

The background task represented the base activity during the 
training period. Participants in the personalised and randomised 
control conditions were redirected to this background task imme-
diately after completing the pre-training questionnaires. After the 
training period, participants were again immediately redirected to 
the post-training questionnaires. Participants in the education-only 
control condition did not experience the background task. 

3GitHub Repository: https://github.com/lorinschoeni/personalised-phishing 
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Figure 11: Overview of the background task that included a) the landing screen and email list with the first emails participants 
saw, b) the first introductory email that participants would have seen, c) an example of a work email seen later in the task, and 
d) an example of a suspicious email with a reminder banner superimposed at the top. Participants could freely move between 
emails as they came in, and reply to them or report and delete them. 
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B Statistical Results: Model Fit Comparisons & 
Regression Models 

Control variables. We evaluated whether the pre-registered con-
trol variables could explain additional variability in the data beyond 
general factors of the experimental paradigm. To assess whether 
any of the collected control variables had an influence on the inter-
vention effect, we compared whether separate models containing 
each of the control variables could provide a better fit than our base 
model. We used the total proficiency base model (see column 1 in 
Table 12) as it represented the general increase affected by other 
measures, and any substantial effect would therefore be reflected 
in its estimates. We provide a summary of these comparisons in 

Table 10. As the models were nested, a simple ANOVA comparison 
was suitable. 

Training match. We additionally conducted an exploratory anal-
ysis of whether the training’s proficiency level matched the par-
ticipants’ proficiency level, which provided a more accurate com-
parison of the personalisation benefit. We provide a summary of 
this comparison in Table 11. As the models were nested, a simple 
ANOVA comparison was suitable. 

Regression tables. We conducted regression analysis for each of 
our variables of interest, to evaluate how they are influenced by 
the training and experimental setup. We provide summary tables 
of the resulting regression models (Table 12 and Table 13) below. 
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Table 10: Results of the ANOVA comparison between the base proficiency model and models with control variables. No models 
provided a significantly enhanced fit. 

Model Res.Df RSS Df Sum of Sq F-value Pr(>F) 

Base Proficiency Model 666 3823.2 - - - -
Addition of Age 661 3798.7 5 24.587 0.856 0.511 
Addition of Education 661 3810.1 5 13.14 0.456 0.809 
Addition of Agreeableness 665 3809.5 1 13.772 2.404 0.122 
Addition of Extraversion 665 3817.6 1 5.666 0.987 0.321 
Addition of Conscientiousness 665 3820.1 1 3.111 0.542 0.462 
Addition of Neuroticism 665 3814.2 1 9.071 1.582 0.209 
Addition of Openness 665 3811.1 1 12.156 2.121 0.146 

Table 11: Results of the ANOVA comparison between the base proficiency model and a model with a binary variable of whether 
training matches users’ proficiency level. The model with the additional training match variable provided a significantly 
enhanced fit. 

Model Res.Df RSS Df Sum of Sq F-value Pr(>F) 

Base Proficiency Model 666 3823.2 - - - -
Addition of Training Match 664 3768.0 2 55.22 4.865 0.008 
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Table 12: Summary of Regression Models 

Dependent variable: 

Total Proficiency Phish Detection Accuracy Benign Detection Accuracy SA-13 Total 

(1) (2) (3) (4) 

timepre −4.820∗∗∗ −0.257∗∗∗ −0.017 −0.427∗∗∗ 

(0.573) (0.047) (0.046) (0.127) 
condition1 −1.631∗∗ −0.056 −0.071 0.188 

(0.635) (0.052) (0.051) (0.141) 
condition2 −0.562 −0.101∗ −0.043 0.089 

(0.643) (0.052) (0.052) (0.143) 
group1 0.934∗ 0.009 0.072∗ 0.185∗ 

(0.493) (0.040) (0.040) (0.110) 
group2 3.120∗∗∗ 0.002 0.144∗∗∗ 0.407∗∗∗ 

(0.528) (0.043) (0.042) (0.117) 
timepre:condition1 1.316 0.035 0.082 0.010 

(0.898) (0.073) (0.072) (0.200) 
timepre:condition2 0.507 0.033 0.075 −0.008 

(0.910) (0.074) (0.073) (0.202) 
timepre:group1 2.580∗∗∗ 0.072 0.024 0.202 

(0.697) (0.057) (0.056) (0.155) 
timepre:group2 3.970∗∗∗ 0.187∗∗∗ 0.027 0.363∗∗ 

(0.747) (0.061) (0.060) (0.166) 
condition1:group1 1.256 0.008 −0.023 −0.084 

(0.779) (0.063) (0.063) (0.173) 
condition2:group1 0.507 0.026 −0.026 −0.039 

(0.802) (0.065) (0.065) (0.178) 
condition1:group2 1.829∗∗ 0.079 0.013 −0.071 

(0.865) (0.070) (0.070) (0.192) 
condition2:group2 0.711 0.085 −0.092 0.176 

(0.857) (0.070) (0.069) (0.191) 
timepre:condition1:group1 −0.830 −0.009 0.054 −0.111 

(1.102) (0.090) (0.089) (0.245) 
timepre:condition2:group1 0.133 0.091 0.020 −0.014 

(1.135) (0.092) (0.091) (0.252) 
timepre:condition1:group2 −1.326 −0.032 −0.065 −0.096 

(1.223) (0.100) (0.098) (0.272) 
timepre:condition2:group2 −0.332 −0.010 −0.027 −0.093 

(1.211) (0.099) (0.097) (0.269) 
Constant 21.906∗∗∗ 0.848∗∗∗ 0.781∗∗∗ 3.556∗∗∗ 

(0.405) (0.033) (0.033) (0.090) 
Observations 684 684 684 684 
R2 0.517 0.218 0.102 0.207 
Adjusted R2 0.504 0.198 0.079 0.187 

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01 
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Table 13: Summary of Self-Estimate Regression Models 

Dependent variable: 

Self-Estimated Knowledge Self-Estimated Ability Self-Estimated Alertness 

(1) (2) (3) 

timepre −1.371∗∗∗ −0.886∗∗∗ −1.286∗∗∗ 

(0.175) (0.169) (0.178) 
condition1 −0.357∗ −0.373∗∗ −0.279 

(0.194) (0.187) (0.198) 
condition2 −0.161 −0.001 −0.376∗ 

(0.197) (0.190) (0.200) 
group1 −0.145 −0.038 −0.152 

(0.151) (0.145) (0.153) 
group2 0.203 0.186 0.111 

(0.162) (0.156) (0.164) 
timepre:condition1 0.371 0.094 0.119 

(0.275) (0.265) (0.280) 
timepre:condition2 0.545∗ 0.147 0.503∗ 

(0.278) (0.268) (0.283) 
timepre:group1 0.700∗∗∗ 0.379∗ 0.587∗∗∗ 

(0.213) (0.205) (0.217) 
timepre:group2 1.231∗∗∗ 0.846∗∗∗ 1.086∗∗∗ 

(0.228) (0.220) (0.232) 
condition1:group1 0.514∗∗ 0.300 0.424∗ 

(0.238) (0.230) (0.242) 
condition2:group1 0.265 0.098 0.631∗∗ 

(0.245) (0.237) (0.250) 
condition1:group2 0.297 0.393 0.499∗ 

(0.265) (0.255) (0.269) 
condition2:group2 0.351 0.187 0.701∗∗∗ 

(0.262) (0.253) (0.267)
timepre:condition1:group1 −0.439 0.043 −0.029 

(0.337) (0.325) (0.343) 
timepre:condition2:group1 −0.743∗∗ −0.298 −0.462 

(0.347) (0.335) (0.353) 
timepre:condition1:group2 −0.311 −0.134 −0.239 

(0.374) (0.361) (0.381) 
timepre:condition2:group2 −0.584 −0.071 −0.482 

(0.371) (0.357) (0.377) 
Constant 3.857∗∗∗ 3.914∗∗∗ 4.029∗∗∗ 

(0.124) (0.119) (0.126) 
Observations 684 684 684 
R2 0.335 0.251 0.319 
Adjusted R2 0.318 0.231 0.302 

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01 
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