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(a) View of the AR training experience captured through the AR headset. (b) View of the user. 

Figure 1: When looking at their computer screen, a user’s view of the world is augmented with precisely positioned holographic 
visualizations of the biases, heuristics and norms most commonly exploited by attackers. Users are instructed to counter these 
biases by interactively responding to visual cues using natural hand interactions: e.g., by touching a holographic clock shown 
in space to counter the urgency that a phishing email is trying to induce and exploit. 

Abstract 
Phishing attacks become increasingly sophisticated in targeting 
humans and exploiting cognitive biases, e.g., through inducing au-
thority or urgency. Previous approaches to user training focused on 
URL warnings, textual, or click-based training, yielding mixed re-
sults. For more interactive training, uncoupled from users’ screens, 
we explore the potential of Augmented Reality (AR) technologies to 
enhance phishing detection. Through visual representations of bi-
ases that attackers typically exploit and gesture-based interactions 
with them, the training aims to enable users to counteract cognitive 
biases by increasing awareness and suspicion. In a laboratory study 
with 𝑁 = 117 users, we evaluated phishing detection rates, user 
interaction with, and feedback on the AR-based training in compar-
ison with a click-based variant and a control condition. Our results 
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show that interactive phishing training addressing cognitive biases 
increased detection rates by 33% and that interactive elements were 
well perceived. AR technologies further enhance the training. 
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1 Introduction 
Phishing is highly prevalent with rates exceeding a million cases in 
the third quarter of 2022 alone [4]. Due to the increasing availability 
of sophisticated phishing kits that streamline attacks [8, 55], these 
threats are growing in scale and damage [40, 71, 94, 98]. Phishing 
attacks rely on deception, presenting malicious content as legit-
imate to trick human targets into taking dangerous actions [79], 
such as downloading an infected attachment, inputting credentials, 
or visiting a malicious website. 

Technical phishing countermeasures aim to prevent users from 
interacting with threats [23, 101]. While useful, these solutions 
are in a constant arms race with attackers and cannot reliably 
prevent all threats on their own [45]. For example, approaches such 
as blocklists are insufficient due to the highly time-sensitive and 
dynamic nature of attacks [75] and an unfavourable cost-benefit 
ratio (e.g., [37]). Furthermore, phishing attacks often directly target 
humans, e.g., through social engineering and the exploitation of 
human cognitive biases and heuristics [11]. In the keynote for CHI 
2023, Wolfangel prominently described the crucial role of the human 
in countering these threats [98]. 

Cognitive Biases Exploited by Attackers. Cognitive biases are 
heuristics and norms that are usually helpful mental shortcuts for 
decision-making in daily life. However, phishing attacks abuse these 
shortcuts by triggering quick and unsystematic thinking, tricking 
users into pattern-based, yet undesired and dangerous actions [41, 
48]. For instance, an email could invoke urgency or present itself 
with an authority, such as a supervisor or a government agency, 
to manipulate users into unquestioningly following the request or 
emails. Even if a person knew of phishing and how to detect it, they 
might never even engage the sort of systematic thinking required 
to identify an email as phishing. 

Human-Centred & Interactive Approaches to Phishing. To 
counteract the phishers’ attack strategies and to complement techni-
cal solutions that are insufficient on their own, HCI researchers sug-
gest more human-centred design approaches that support security-
enhancing behaviour by considering human aspects such as users’ 
perceptions, behaviors, or information processing [69, 98, 105]. In 
contrast, previous interventions often focused on compliance, used 
deception, or enforcement without considering human behaviour 
and cognition [92, 102]. Accordingly, many of these approaches 
lacked long-term effectiveness, suffered from low acceptance and 
knowledge gain, and were associated with high implementation 
costs [13, 31, 92]. 

In general, passive, text-based educational material has been 
shown to be inferior to interactive and multimedia material [13, 64]. 
Thus, our approach aims to increase active interaction with the 
training content to effectively enhance awareness for the cognitive 
biases, heuristics and norms exploited by attackers. The lacking 
interactivity and engagement could be addressed with emerging 
interactive technologies [45] such as Augmented Reality (AR), that 
allow for immersive, hands-on learning experiences. 

Towards an Augmented Reality Anti-Phishing Interven-
tion. Extended Reality technologies such as AR have demonstrated 
high potential to increase awareness [3, 72, 99], which is a crucial 
requirement for successful phishing training [64, 70]. Instead of 
exclusively focusing on either human or technological factors, AR 

enables their interaction and thus has the potential to bridge the gap 
between humans and technology for more effective training [6, 46] 
and more enduring effects (e.g., [64]). For example, AR-based train-
ing can increase interaction depth by making use of gestural in-
teractions and visualizations that are superimposed over physical 
objects or screens in a second layer. Yet, even though an initial AR 
approach towards phishing education has been proposed [15], ac-
tual use of AR in phishing training is scarcely researched. Therefore, 
our research explores the potential of AR-based interactive phishing 
training that focuses on the cognitive biases exploited by attackers, 
to increase awareness for and, thereby, also detection rates of poten-
tial phishing emails. Crucially, such an AR training could flexibly be 
overlaid as a second layer over any other device without modifying 
work tasks while offering “in-the-moment” learning directly based 
on a user’s work context. 

Research Questions. This research was guided by the following 
research questions (RQs): 

• RQ1: What are the effects of a training that directly targets 
cognitive biases and user attention towards suspicious cues 
in phishing emails in terms of a) users’ awareness for the 
cognitive biases, heuristics and norms exploited by attackers, 
b) phishing detection ability, and c) users’ evaluation of the 
training? 

• RQ2: To what extent can the use of interactive AR-based 
training enhance the effects of the phishing training as com-
pared to a) traditional text-based training or b) interactive 
but not-AR-based training? 

To answer these research questions, we designed three variants 
of phishing trainings focusing on increasing user awareness for 
the cognitive biases, heuristics and norms exploited by attackers: a) 
an interactive AR-based training, b) a non-AR click-based training 
similar to [103] who compared an AR-based intervention with a 
2D variant, and c) an additional text-based training as a control 
condition. To inform the training design and content that was sim-
ilar across the three conditions, we first conducted a workshop 
with 𝑁 = 6 cybersecurity experts. Based on the insights, we iter-
atively developed and implemented a training approach in which 
relevant biases, heuristics, and norms exploited by attackers were 
represented through visual and auditory cues in potential phishing 
emails. In the interactive AR-based training, users interacted with 
these cues using gestures to counteract them, e.g., by hitting an 
augmented alarm clock representing urgency (see Figure 1a). They 
were then informed about the reasoning of each interaction (see 
Fig. 2). In contrast, in the non-AR click-based training, users inter-
acted with the same cues with click-based interactions, whereas, in 
the control condition, the same content was delivered in a textual 
form. 

In a laboratory study with 𝑁 = 117 users, we compared the 
effects of the three training conditions in a between-subject deign. 
We found that all training conditions substantially improved users’ 
phishing detection rates, with the AR-based and click-based inter-
active conditions showing larger effects than the non-interactive 
textual control condition. Furthermore, the results showed that the 
AR-based condition leads to improved cybersecurity awareness and 
engagement compared to the other conditions, demonstrating the 
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multi-faceted benefits of using the rich learning experience offered 
by an AR phishing training to enhance secondary outcomes. 

The main contributions of this paper are: 
• The research shows that phishers’ exploitation of human 
cognitive biases, heuristics, and norms can be effectively 
countered by training enhancing users’ awareness for and 
interaction with cues triggering those cognitive biases in 
phishing emails. The results suggest that users’ awareness 
can effectively raise suspicion and trigger systematic think-
ing that enables users to better detect phishing. 

• We proposed and implemented a novel and innovative ap-
proach that leverages AR technology to enhance engagement 
with phishing training, combining interactive technology 
and human-centred aspects to address the persistent chal-
lenge posed by phishing attacks. We make the source code of 
the phishing training’s web application and AR application 
available for other researchers and practitioners to explore 
and adapt to their needs. 

• The user study, by systematically comparing different de-
grees of interactivity, confirms the benefits of interactive 
training approaches and highlight the potential of AR as an 
emerging technology to further enhance interactivity. While 
AR-based training benefits still varied based on the users’ 
technical affinity, the findings illustrated the AR-based in-
tervention’s potential to improve phishing detection while 
enhancing cybersecurity awareness and user engagement. 

2 Related Work 
We first review insights from human-centred anti-phishing inter-
ventions with regards to the role of training interactivity, suspicion 
and training focusing on biases, heuristics, and norms. We thereby 
outline how our AR-based training approach considers and extends 
these. Afterwards, we describe the relevant work related to the use 
of AR in cybersecurity. 

2.1 Anti-Phishing Interventions 
The role of training interactivity for training effectiveness. 
Research on phishing education by Wash et al. [90] demonstrated 
that advice-like education material can reduce click rates in phish-
ing emails by 21%. However, users may lack the motivation to en-
gage with non-interactive educational material in the first place [13]. 
Similarly, Sheng et al. [73] found that only users of interactive 
as compared to non-interactive training improved in a phishing 
classification task. Overall, interactive or embedded interventions 
were shown to be more effective than passive educational ma-
terial [45, 73]. Increased interactivity, e.g., through gamification 
elements or serious games, effectively enhances phishing detec-
tion [74, 82, 92]. Therefore, our training approach includes interac-
tive elements, but will be compared to a non-interactive variant to 
evaluate the assumed benefit. 

The role of suspicion for phishing detection. Lin et al. [47] 
investigated domain highlighting techniques and found that most 
participants did not process incorrect domains even if they were 
specifically highlighted to draw visual attention. Further research 
confirmed these findings, with domain highlighting proving inef-
fective for phishing prevention [53, 66, 85, 100]. However, when 

users’ attention is nudged [85] or forced [53] towards the URL, their 
phishing detection appears to improve. This indicates that users 
rarely look at details such as domains to check the authenticity of a 
website. However, once they have been given a reason to check the 
URL, phishing detection seems to improve. Wash [89] found that IT 
experts detect phishing emails in a similar way. The results showed 
that experts only become suspicious when noticing phishing cues, 
leading to a mindset that was conducive to detect phishing. Cru-
cially, most experts did not investigate conclusive indicators like 
an URL until a sufficient number of cues that “seemed off” were 
identified. Our training thus similarly aims to raise suspicion that 
allows for a mindset of systematic processing, e.g., relevant for 
analysing URLs, through increased awareness for phishing cues in 
emails. 

Vishwanath et al. [84] demonstrated that attention towards ur-
gency cues was more likely to lead to increased elaboration on a 
phishing email. In contrast, attention to email source or grammar 
was much less likely to trigger such a response. Building on these 
findings, Vishwanath et al. [83] later proposed and evaluated the 
Suspicion, Cognition, and Automaticity Model of Phishing Suscep-
tibility (SCAM). The model assumes suspicion to be the sole direct 
predictor of phishing susceptibility, which in turn is influenced 
by heuristic versus systematic information processing and email 
habits. 

Training suspicion to counteract cognitive biases. The ex-
ploitation of human cognitive biases, heuristics, and norms is par-
ticularly problematic because it is inherent to our thinking. Hence, 
field experiments persistently demonstrate high phishing suscepti-
bility [41] at around 20%, irrespective of context [76]. Yet, this effect 
can be counteracted by increasing awareness for specifically cog-
nitive biases, which in turn increases suspicion towards phishing 
emails, enhances systematic information processing, and ultimately 
aids in phishing detection [11, 83, 89]. Therefore, our research aims 
to explore novel ways for enhancing users’ awareness for the cogni-
tive biases, heuristics, and norms that are exploited by attackers in 
phishing emails. This awareness is a relevant step towards increas-
ing phishing detection rates by invoking suspicion and triggering 
systematic thinking, which in turn allows users to engage in learned 
detection strategies, such as analysing an URL. 

The lack of training focusing on biases, heuristics, and 
norms. Only a few projects aim to capitalise on these factors. For 
example, Hashmi et al. [35], conducted a study to teach participants 
how to recognize persuasion principles to reduce their voice phish-
ing susceptibility. In the training, 21 students listened to five voice 
recordings where a person was targeted in simulated phishing calls, 
using authority cues to trick their targets. However, the authors did 
not specifically educate participants about cues. When compared 
to a traditional awareness-raising method, the authors were unable 
to demonstrate significant benefits. Our study differs from this re-
search, as we focus on interactive engagement with the training 
content, and provide targeted information on various cognitive 
biases represented through visual and auditory cues. Furthermore, 
our approach leverages the potential of AR that is detailed in the 
following. 
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Figure 2: We investigate the effectiveness of a human-centred and interactive phishing training using AR technology. By 
visualizing the targeted biases, such as urgency visualized through a ticking clock (1) and having users actively counteracting 
them, the training aims to make strengthen users’ processing. By actively stopping the ticking clock by hitting it (2), users 
counteract the bias in a metaphorical way and learn about the reasoning for the intervention (3). 

2.2 Augmented Reality in Cybersecurity 
Research & Training 

The potential of AR. AR training is widely used in the medical and 
health [6, 103], manufacturing [88], and education [14] domains. 
While effects are mixed, AR has been used to provide flexible and 
visual training, increase understanding, explain abstract concepts, 
and provide more interactive and captivating content [15, 17, 54, 59, 
67]. AR also enables unique opportunities for more dynamic and 
immersive training [68, 93], effectively enhancing user engagement 
(e.g., [44, 68, 91]) and motivation [103]. For example, Kaiser et 
al. [42] used a mobile AR solution to assist users in decision-making 
through privacy visualisations in an emulated shopping scenario. 

As AR can bridge between human and technical aspects, it of-
fers a wide range of potential applications. As a second layer that 
is independent of other devices it can flexibly superimpose rele-
vant digital information tailored to different concepts. The nature 
of wearable AR devices enables a wide range of interactions (e.g., 
gesture-based or gaze-based) and enhanced real-time immersive 
feedback [27, 59, 62]. These characteristics are ideal for interac-
tive training, which can function best through user engagement 
(e.g., [44, 68, 91]). 

Use of AR in cybersecurity training. While AR has been pro-
posed for phishing education [15], AR applications that directly 
target cybersecurity and enhance human interaction to combat 
such threats remain sparsely researched. AR can be particularly 
effective in awareness training [3, 99], where traditional approaches 
show limited success (e.g., [46]). AR can also support the transfer of 
training-specific expertise to real life circumstances [6]. Therefore, 
calls have been made for more immersive and engaging technolo-
gies like AR to increase the effectiveness of such training [1, 93]. 

AR-based training appears most effective when information 
transfer is heavily human-centred and directly targets cognitive 
processes [6], such as with phishing detection. Recent research 
with VR environments have demonstrated that immersive inter-
face design can both enhance user focus and introduce ergonomic 
challenges during phishing detection tasks [72]. AR applications in 
other areas (see [68]) have shown that they can decrease cognitive 

load, enhance focusing on important aspects, and are also more 
emotionally engaging, leading to higher user acceptance [17, 67]. 
We therefore expect the more involved nature of the AR training to 
especially increase engagement with the topic [30], which would 
thereby also increase people’s inherent motivation to internalise 
the learned content and lead to higher training effectiveness. 

2.3 Summary 
Overall, the related work highlights a) the relevance of triggering 
suspicion to interrupt heuristic processing and to decrease phishing 
susceptibility, and b) the increased and longer-lasting effectiveness 
of interactive elements as compared to passive education mate-
rial [11, 64, 93]. Therefore, we extend existing phishing research by 
evaluating a novel AR-based phishing training that targets cognitive 
biases in an interactive and engaging way to increase suspicion and 
trigger systematic thinking. Systematic thinking enables users to 
engage in further analysis of the email, thereby enhancing phishing 
detection. Our approach can be seen as complementary to tech-
niques that focus on domain analysis, since triggering suspicion 
represents a first step towards focusing attention and motivating 
users to engage in further analysis [83]. 

3 Development of an Augmented Reality 
Phishing Training 

To develop a human-centred phishing training using AR technol-
ogy, we followed a process consisting of 1) an expert workshop 
for creating the training content (see Section 3.1), 2) an iterative 
implementation and evaluation phase (see Section 3.2), and 3) a 
large-scale user study (see Section 4). 

3.1 Expert Workshop 
In an expert workshop, N =6 experts for human-centered cyberse-
curity compiled and discussed a list of cognitive biases typically 
exploited by attackers in phishing emails. Of the N =6 experts, five 
had a background in psychology and one in criminology. Further-
more, N =3 held in-depth expertise in phishing. Three of the experts 
had completed a doctorate, one was pursuing a doctorate, and two 
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were research assistants in the area of human-centred cybersecurity. 
The h-index of the four experts that had published papers in that 
domain ranged from 2 to 17 covering a range of 5 to 67 publications. 
To select suitable biases and to gather ideas on how to represent 
and interact with them in a training, the experts brainstormed, 
evaluated, and competitively compared different options based on 
insights from their own and related work. As such, there are works 
that investigated the psychological aspects or persuasion principles 
misused by attackers in the form of cues in phishing emails to evoke 
an automated response (e.g., [25, 25, 41, 95–97]. Specifically, the 
experts’ collection of these principles and cues was closely based 
on and thus aligned with the works by Ferreira et al. [20, 21] who 
studied in which form persuasion elements are used in phishing and 
Gragg [32] who studied the psychological triggers behind social 
engineering to counteract phishing. 

Procedure. The expert workshop was structured in four dis-
tinct phases, lasting a total of two hours. In a first phase, experts 
identified key biases that are commonly and effectively abused in 
phishing attacks in a collaborative, consent-oriented process. These 
biases were identified from both existing literature, the industry, 
and personal experience. If some overlap was identified, such as 
with urgency and scarcity, the biases were clustered together. In 
the second phase, each expert separately listed words or symbols 
that could be used to represent the cues in a training. For exam-
ple, urgency creates time pressure and prompts rapid, instinctive 
reactions, represented by a ticking clock or a running person. After-
wards, all experts rated these options to identify the most suitable 
and understandable ones. In the third phase, experts then noted 
down interactions intended to help people understand and mentally 
counteract each option, e.g., hitting a ticking clock to stop it. To 
not restrain ideas, the experts were not considering any technical 
limitations that might hinder actual implementation. In the final 
phase, the experts then reflected on their choices in a discussion. 

Findings. The key findings are summarized in Table 1. The 
psychological cues invoking biases were grouped into four meta 
categories: affect/emotion, needs and rewards, social influence, and 
context. We ensured that the identified psychological cues and 
persuasion principles were also supported by the literature: For 
example, Gragg [32] also identified strong affect and emotions such 
as fear or excitement as a relevant distraction that prevents the user 
from systematic information processing. Likewise, overloading, i.e., 
having to process lots of information quickly, affects logical reason-
ing and can lead users to become mentally passive [32]. Based on 
five persuasion principles, Ferreira et al. [20, 21] also identified the 
use of wording inducing fear, urgency, or authority as implemen-
tations of the persuasion principles “Authority” and “Distraction” 
(urgency also as an implementation of “Commitment, Reciprocation, 
and Consistency”). Providing an authentic and plausible context, 
e.g., through known graphics and logos, is identified as a relevant 
implementation of the principles “Authority”, “Liking, Similarity 
& Deception” and “Distraction” [21]. Social cues, such a installing 
trust, providing social proof, reciprocity or helpfulness, are imple-
mentations of the principles “Liking, Similarity & Deception” and 
“Social Proof” [21], or “Reciprocation” as labeled by Gragg [32]. 
Additionally, Zielinska et al. [104] and Akbar [2] identified scarcity 
as a relevant cue in phishing emails analyzing phishing data sets. 

Out of these categories, we further selected biases through an 
iterative process of considering technical feasibility and consulting 
with experts. Some biases, particularly in the social influence cate-
gory, were considered relevant but infeasible for the intended labo-
ratory study design. For instance, social biases are highly context-
and person-specific and would be challenging to implement without 
individualised spear-phishing emails. After considering a combi-
nation of such factors, we finally decided on 4 biases and 3 rep-
resentations for each of them. They served as a starting point for 
developing an AR-based and interactive training targeting cogni-
tive biases and for testing whether increasing awareness of biases 
through an interactive approach can reduce phishing susceptibility 
and enhance secondary outcomes. 

3.2 Iterative Development & Technical 
Implementation 

In this section, we provide information about the prototype that 
was built to investigate and evaluate the effectiveness of interactive 
phishing training using AR technologies. 

Existing AR applications mostly focus on representing or emulat-
ing concrete real-world objects, whereas abstract concepts are less 
often visualized. In particular, our application aimed to superimpose 
virtual visual elements (AR holograms) over the specific real-world 
object (user’s monitor) and interact with the email content shown 
on it, which required keeping their location static and stable. 

In order to compare the AR intervention to a click-based in-
tervention, we required a non-AR application that uses the same 
elements, but displays them directly on the user’s monitor. As such, 
we developed two separate applications: A web-based application 
that can easily be scaled to any number of users, and an AR-based 
application that then interfaces with the web-based application to 
show the interactions as virtual holograms. 

The prototype thus consists of three main components: a) the 
web-based editor that allows researchers to define scenarios de-
scribed in Section 4.3, b) the web application that displayed sce-
narios to users during experiments, and c) the AR application that 
presented visualizations and enabled interactivity. The web-based 
applications (a) and (b) were built using Vue [87] as the front-end 
that communicates with a node.js [22] back-end server, which also 
relays events and instructions to the AR application. It can be used 
to load screenshots and other elements like annotations, images, 
and sound. Through a hierarchy of conditions, navigation between 
the elements and slides was established. The prototype of the pro-
posed AR application was built using the Unity Game Engine [81] 
and Mixed Reality Toolkit 2 [52]. It was deployed on Microsoft 
HoloLens 2 [51], which is capable of precisely overlaying a user’s 
view of the physical world with virtual holograms, and supports 
natural hand interactions due to its advanced hand tracking capa-
bilities. 

Source Code. In order to enable others to expand upon the 
prototype system built for this research, we have published the full 
code of the system implementation.1 

1GitHub Repository: https://github.com/lorinschoeni/augmented-phishing 

https://github.com/lorinschoeni/augmented-phishing
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Table 1: Most Relevant Cues used to activate Cognitive Biases and Exemplary Representations and Interactions Identified in 
the Expert Workshop. The Cognitive Biases Selected for the User Study Are Marked with an Asterisk *. 

Category Bias Example Representa-
tion 

Exemplary Interaction 

Affect/Emotion, 
e.g., [32] 

*Fear Ghost Hit the ghost 
*Happiness Cheerful sun Turn the light off 
Curiosity Box Shake the box, clown jumps out 

Social Influence, 
e.g., [20, 21, 32] 

Attachment & Unity Network Cut into pieces 
Reciprocity & Helpfulness Helping hand Pull to see what hides behind 
Commitment & Consistency Contract Magnifying details of contract 
Authority Large and small person Making the large person smaller 
Trust & Social Proof Picture of family Reveal evil faces 

Context, 
e.g., [20, 21, 32] 

*Overloading/Confusion Smoking head Splashing with watering can 
Authenticity & Plausibility Puzzle with hole Seeing the piece does not fit 

Needs & Rewards, 
e.g., [20, 21, 32, 104] 

*Urgency Ticking clock Hit to make it stop 
Scarcity Almost-empty shelf Looking behind shelf 
Financial Incentives Money Vanishes once touched 
Need Fulfillment Maslow’s Pyramid Identify correct need 

Table 2: Training Email Content and Cognitive Biases 

E-Mail Content Cognitive 
Bias 

Illustration Sound Interaction 

Update Social Security Information Fear boo sound Touch the ghost to make it disap-
pear 

Account Deletion Warning Urgency ringing sound Hit the alarm clock to stop it from 
ringing 

Alumni Party with Free Drinks Happiness party music Reveal the happy smiley as lying 
and stop the music with a record 
scratch 

Exciting Opportunity Confusion - Use a watering can to calm the head 
down 

Facebook Copyright Violation Urgency running sound Stop the figure from running 

Savings on Electricity Bill Happiness upbeat music Reveal the sun as a fake paper sun 

Emergency Contact for Injured Per-
son 

Fear thunder sound Make the clouds disappear to reveal 
a clear sky 

Reception of Gift Card Happiness fireworks Touch the balloon to make it pop 
and stop the fireworks 

Fraudulent Paypal Transactions Fear spider sounds Hit the spider 

Government Research Survey Confusion - Find the right key to open the chest 
Free Class for Limited Time Urgency ticking sounds Stop the clock 
Human Resources Information Confusion - Untangle the string 

4 User Study 
To explore the effects of the interactive AR-based training interven-
tion as compared to a non-AR click-based training and a text-based 
control condition with the same training content, we conducted a 

laboratory between-subject study with N =117 people. Participants 
were randomly assigned to one of the three training interventions. 
After one and three weeks each, we explored long-term effects 
of the training in follow-up surveys. As dependent variables, we 
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measured (a) the effect on phishing detection, (b) the user interac-
tion with the training intervention, and (c) the user evaluation of 
the training intervention. The following sections detail the study 
procedure and material, its technical setup and methods of data 
collection, and finally related ethical considerations and the sample. 

4.1 Procedure 
The research comprised an initial laboratory study with a training 
module, followed by two remote online surveys. The procedure 
is summarised in Fig. 3. (1) After participants provided informed 
consent, they filled out the pre-intervention questionnaire, which 
included demographics, the Security Behaviour Intention Scale (Se-
BIS, [18]), the Affinity for Technology Interaction Scale (ATI, [24]), 
questions on experience with phishing and phishing training, and 
on the participant’s mental model of phishing. Afterwards, we 
calibrated the eye tracking that was used for exploring users’ atten-
tion and cognitive load related to the training and study content. 
Then, participants conducted a phishing classification task (see 
Section 4.3 for more detail). (2) Afterwards, they proceeded to one 
of the three training conditions they have been assigned to (see Sec-
tion 4.2). (3) After navigating through all 12 sections, participants 
again conducted an email classification task, so we could compare 
behaviour before and after the intervention. Afterwards, we mea-
sured participants’ mental task load with the NASA Task Load 
Index (NASA-TLX, [34]). We furthermore collected training feed-
back via the System Usability Scale (SUS, [10]), the short form of the 
User Engagement Scale (UES-SF, [58]), and self-created questions 
asking for interactivity, enjoyment, and user experience. Finally, 
we asked for users’ mental model of phishing as well as their self-
reported increase in awareness to explore the interventions’ impact 
on these aspects. The complete set of questionnaires can be found 
in Appendix A. 

(4) & (5) The laboratory study was supplemented by two follow-
up online studies. Each participant was sent a link to start the study 
at the same time, which they could access within 48 hours, one 
week and three weeks after the laboratory study took place. At 
the start of both online studies, participants were again shown an 
informed consent sheet. Afterwards, a shortened questionnaire was 
used, including a phishing classification task and user evaluation 
in both follow-ups (see Appendix A). 

4.2 Training 
Before the training, all participants received a short introduction on 
phishing and cognitive biases (see Appendix B). Afterwards, they 
were assigned to one of three training variants, illustrated in Fig. 4. 
Throughout the training, participants interacted with 12 sections, 
each showing a phishing email. In the interactive click-based and 
AR-based conditions, they included elements supposed to make the 
cognitive biases heuristics triggered by attackers more graspable, 
by representing them through sound, images, gifs, boxes, and text 
elements. Participants interacted with these elements to metaphor-
ically counteract the biases. These media elements then appeared 
or disappeared based on user interaction and were finally replaced 
by a short information on the reasoning for the intervention. In 
contrast, in the control condition, the screenshots were only ac-
companied by textual information on the cues. Afterwards, users 

proceeded to the next section until all 12 were completed. See a) in 
Fig. 4 for an example. Notably, all conditions mirrored each other in 
content. Only the presentation, medium, and degree of interactivity 
was manipulated. An overview of interactive training sections is 
given in Table 2. 

4.3 Email Classification Task 
Before and after the training intervention, participants conducted 
a phishing classification task with 25 fictional email examples that 
were randomly drawn from a larger set of 50 emails. This allowed 
us to randomise the sequence of emails, reducing the impact of 
repetition and potential differences in the difficulty of the classifi-
cation task. Of the 25 emails shown, 10 were always designed as 
phishing emails with respective cues such as fake email domains 
or nonsense attachments. 

These emails were either adapted from existing studies [12, 56, 
63] or modeled after real-world occurrences and adapted for the 
study context. To enhance the contextual relevance of emails, we 
adapted their content to match participants’ local context, such 
as adjusting names of senders and locations, or imitating local 
brands. Finally, a small number of phishing emails were manually 
created. We ensured that both phishing and non-phishing emails 
contained a comparable number of cues abusing cognitive biases, 
to control for potential over-suspicion that leads to participants 
classifying all emails as phishing if they appear to abuse cognitive 
biases. Participants classified these phishing emails prior to the 
training into either phishing or non-phishing. We provide detailed 
results and an overview of cognitive biases in Table 6 in Appendix C. 
The regular emails were classified as phishing with a rate of 0.33 
(𝑆𝐷 = .21), while phishing emails were classified as phishing with 
a rate of 0.66 (𝑆𝐷 = .17). The rates indicate that participants were 
able to clearly separate between the two, yet, also show a high task 
difficulty level with variability between emails. 

The follow-up surveys repeated this task but contained 24 emails 
each of which 16 where phishing. Out of these, eight were variations 
of training emails including the cognitive biases targeted on the 
training and eight were variations of the previous classification 
task emails. Four of the eight non-phishing emails also contained 
cognitive bias cues. 

In the laboratory study, we chose to show more legitimate emails 
than phishing emails to create a perception that the majority of 
emails were legitimate and to avoid a predictable split into equally 
sized groups. In the follow-up surveys, we used a different ratio to 
minimise participant effort while including multiple examples for 
each cognitive bias represented in the training. 

To emulate realistic circumstances and to induce the quick heuris-
tic thinking processes that attackers abuse, and which the training 
aims to interrupt by raising awareness for the cognitive biases, 
participants were prompted to classify emails “as fast and precise 
as possible”. After the classification task, participants answered 
questions on cognitive effort of the task using the NASA Task Load 
Index (NASA-TLX, [34]). 

4.4 Technical Setup 
The training was facilitated through a web app for both the click-
based and AR-based conditions, and an additional HoloLens 2 app 
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Figure 3: Visual summary of the study procedure. 

(a) AR-based Phishing Intervention 

(b) non-AR Click-based Phishing Intervention 

(c) Text-based Control Condition 

(1) 

(2) 

Figure 4: Visual comparison of the three intervention conditions. 

for the AR-based condition to superimpose virtual content and 
enable gesture-based interaction. Participants in the click-based 
condition only interacted with the web app. The development and 
details are described in Section 3.2. Since the visibility of colors can 
vary between computer displays and AR environments (such as 
black being barely visible in the HoloLens 2), and because AR has a 
limited FOV, images and text in the AR condition were inverted or 
otherwise modified to make them more legible. 

During the laboratory study, researchers were present for an ini-
tial introduction and final debriefing, as well as for resolving issues 
or assisting participants with the AR headsets. The researchers did 
not interact with participants, instead remotely observing partici-
pants from a separate room. 

4.5 Eye Tracking 
We tracked participants’ eye movements throughout the laboratory 
study, except for participants in the AR-based condition while they 
were wearing the Hololens 2. We used this data for attention checks 
and analysis during the classification tasks. Eye tracking measures 

continuous data indicative of a user’s visual attention [36], and 
serves as a good measure to enhance questionnaire data [57], mak-
ing it possible to determine how much time and effort is spent on 
any specific task or visual area, and therefore how much cognitive 
processing they require. 

We used Tobii 4C eye trackers [80] with a sample rate of 60 
Hz. While no official metrics exist for this model, the comparable 
Tobii EyeX tracker possessed an accuracy of 0.6° and a precision of 
0.25° [28]. The tracker was mounted at the bottom of the computer 
monitor, a Dell S2522HG with a resolution of 1920x1080 and a 
size of 24.5 inches. Participants were seated approximately 65 cm 
from the monitor. Using a 3-point calibration, we collected all eye 
tracking data intended for analysis within roughly 15 minutes. 

4.6 Ethical Considerations 
The study design followed established ethical guidelines for psy-
chological research involving humans [5] and was approved by our 
university’s ethics board. We minimised the potential for privacy 
invasion, e.g., by collecting age ranges instead of a concrete age 
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and by factory resetting all devices used to collect personally iden-
tifiable data. The eye tracking data only contains coordinate points 
corresponding to the computer screen, but no images of faces or 
eyes. Prior to registering for the study, participants were already in-
formed about the nature of the tasks. Before the study, participants 
were provided an informed consent sheet. Participation was volun-
tary and participants could abort the study and request the deletion 
of their data at any time without negative consequences. All partic-
ipants received an equal payment. As there are regional minimum 
wage differences in our country, we compensated based on hourly 
wages for student assistants that exceed regional minimum wages 
to ensure fair compensation. Participants in the AR-based condition 
used a HoloLens 2 headset, which can lead to mild motion sickness 
after prolonged use [86], even though the HoloLens tries to min-
imise motion sickness, such as through low FOV [39]. As motion 
sickness generally only sets on after at least 20 to 30 minutes [39], 
we planned the AR training part to take no longer than 30 minutes. 
Furthermore, we excluded participants with a history of suscepti-
bility to motion sickness, migraine, and fainting, as these factors 
contribute to motion sickness in AR [29]. 

4.7 Sample 
A total of 120 participants took part in our study. They were re-
cruited from a voluntary opt-in database associated with the univer-
sity that contains people of different age groups and occupations. 
After the data collection, one participant was excluded due to tech-
nical problems and two more were excluded due to an apparent 
lack of seriousness in their responses, leaving us with a final sample 
of N =117 participants. A power analysis using G*Power 3.1 [19] 
estimated this amount of participants to be sufficient for detecting 
medium effects on phishing detection rates (Cohen’s 𝑑 = 0.5 and 
𝛼 = .05) with a power of 0.98. 

Of the participants, 56 identified as female, 61 as male, and none 
as diverse. The participants’ age distribution was as follows: 59 were 
between 18-24, 40 between 25-34, 18 between 35-44. 86 participants 
have a university degree, 4 completed vocational school, and 27 
participants completed secondary education. 13 participants indi-
cated they had some background in cybersecurity, while 104 stated 
they did not. 110 participants stated they had never completed a 
cybersecurity training before, while five participants completed 
a training once, and two participants completed more than one 
training. The sample’s affinity for technology interaction measured 
with the ATI scale ranging from “1 - completely disagree” to “6 
- completely agree” was 𝑀 = 3.67 (𝑆𝐷 = 0.86), compared to an 
average score of 3.5 found in the general population [24]. 

5 User Study Results 
In the following, we first detail our analysis method and then de-
scribe the findings regarding the training’s impact on users. We 
describe changes to users’ awareness for the cognitive biases, heuris-
tics and norms exploited by attackers, as well as their phishing 
detection rates. Finally, we evaluate the users’ evaluation of the 
intervention, and its design. For each measure, we first report the 
overall effects of the training answering RQ1 before comparing 

the interactive AR-based phishing intervention with the interac-
tive click-based phishing intervention and the non-interactive text-
based control condition to answer RQ2. As ATI is a useful grouping 
factor to evaluate proficiencies of coping with technology in both 
cybersecurity and AR research (e.g., [7, 24, 78]), we contrasted users 
whose ATI score fell below the median to those whose ATI score 
was above the median when analysing the interactive AR-based 
phishing intervention. This allowed us to broadly compare whether 
a particularly low or high technological affinity would affect the 
training effectiveness, similar to previous studies controlling for 
technological affinity in evaluating the effectiveness of AR tools 
(e.g., [7, 43]). 

5.1 Analysis 
For the quantitative analysis, we used repeated-measures ANOVAs 
to analyse significant differences between conditions over time, e.g., 
for comparing SUS scores. When the assumptions were violated, we 
instead employed a Kruskal-Wallis rank sum test. When measuring 
task performance, we adopted a mixed-effects regression to account 
for participant-specific factors and other variables that can affect 
phishing detection performance. We employed post-hoc tests to 
isolate specific effects between conditions, time points, or sub scales. 

All qualitative analysis was conducted by two independent raters, 
who followed a deductive approach [49] to code mental model 
accuracy, interest, and engagement levels following pre-set cate-
gories with prototypical examples in a codebook. Initial inter-rater 
agreement across all these items was Cohen’s 𝐾 = .88, and any 
remaining disagreements were solved through discussion to assign 
the final code. For other open-ended responses such as suggestions 
or comments, two raters used open coding to inductively cluster 
the content into categories. 

5.2 Users’ Awareness for the Biases, Heuristics 
and Norms Exploited by Attackers 

To account for the complexity of measuring awareness, we com-
bined multiples measures for the purpose of triangulating, and to 
arrive at a more complete picture of users’ changes in awareness 
levels. First, we used eye tracking as a behavioral measure and an 
indicator for visual attention. Second, we qualitatively captured 
the users’ mental models of how phishers trick users to get de-
tailed insights into how their awareness changes. Third, we made 
use of standardized quantitative scales such as the HAIS-Q. In the 
following, we detail the findings of all three measures. 

5.2.1 Visual Attention Captured through Eye Tracking. We mea-
sured all participants’ eye movements during the pre- and post-
intervention classification task in the laboratory to determine whether 
the training affected visual attention. Overall, the training led to a 
notable difference between pre- and post-intervention time points, 
demonstrated with an example in Fig. 5. However, there were no 
substantial differences between the training conditions. 

5.2.2 Self-Reported Awareness Captured through Mental Models 
of Phishing Attacks. We explored the participants’ mental models 
of phishing attacks by asking them three times to describe their 
understanding of how phishing tricks people: once before the in-
tervention, once after the intervention, and finally in the second 
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Figure 5: Heatmap comparison of visual attention during the classification task between pre- and post-intervention time points. 

follow-up survey. The textual answers were categorized in high, 
medium and low understanding following a deductive coding ap-
proach [49]. The results are shown in Table 3. An example for high 
understanding answers was “They try to stress people with the fake 
deadlines, emergency situation, account loss, etc. Also, they can use a 
fake winning or end up sales or a complicated information which can 
be reached only in the attachment.” (P24). Medium understanding 
answers contained phrases like “to offer a fake prize, to redirect any 
unintentional click to a phishing website which is pretended to be 
an official website” (P99). Answers classified as low understanding 
contained statements such as “get my IP related information, try to 
let me fill out their forms that ask for my information” (P81). 

To answer RQ1 concerning the general effects of the training, the 
understanding improved substantially from pre- to post-intervention 
(𝑋 2 (2) = 99.56, 𝑝 < 0.001, 𝜂 2 = 0.28), and remained high in the 
second follow-up survey. To better visualize these changes, we 
transformed the level of understanding into scores, where low un-
derstanding was equaled to -1, medium understanding equaled 
to 0, and good understanding equaled to 1, as can be seen in the 
rightmost column of Table 3. These averages cannot be interpreted 
numerically, but indicate whether understanding in the different 
training conditions tends more towards high or low understanding. 
However, these results contradict RQ2, as the AR-based condition 
shows comparable understanding to the control condition, and 
worse understanding when compared to the click-based condition. 

When we excluded participants with an ATI below our sam-
ple’s median of 3.5, understanding in the AR-based condition was 
much higher in both the post (0.88) and follow-up (0.59) time points, 
whereas they did not substantially change for the click-based con-
dition (0.89 and 0.53, respectively). 

5.2.3 Self-Reported Awareness Captured through Questionnaires. 
We measured users’ cybersecurity awareness using the HAIS-Q 
email sub scale since our training specifically targeted phishing 
detection in emails. To not affect the interventions’ effects, partici-
pants rated this scale only after the phishing intervention and in the 
two follow-up surveys. A comparison between post-intervention 
and follow-up 1 is visible in Table 8 in Appendix D. Overall, the 
scores dropped from the post-intervention to the follow-up studies 
(𝑋 2 (2) = 32.48, 𝑝 < 0.001, 𝜂 2 = 0.088), yet becoming stable across 
the two follow-up surveys. We found a significant difference in 

Table 3: Overview on the number of participants categorized 
as having a low, medium, or high understanding. The average 
understanding of each group is expressed through a score. 

Time Group Understanding Score 
(low/ medium/ high) (Average) 

Pre 

Control 13 / 21 / 3 -0.27 
Interactive 15 / 24 / 3 -0.29 
AR 14 / 18 7 4 -0.28 
Total 42 / 63 / 10 -0.28 

Post 

Control 2 / 6 / 29 0.73 
Interactive 2 / 3 / 37 0.83 
AR 1 / 7 / 27 0.74 
Total 5 / 16 / 93 0.77 

Follow-Up 

Control 6 / 6 / 22 0.47 
Interactive 6 / 5 / 26 0.54 
AR 5 / 8 / 19 0.44 
Total 17 / 19 / 67 0.49 

cybersecurity awareness between the training conditions ( 2𝑋  (2) = 
15.067 2,  𝑝 < 0.001, 𝜂 = 0.038), with a post-hoc pairwise comparison 
revealing a significantly higher score (𝑍 = 3.13, 𝑝 = 0.003) in the 
AR-based compared to the click-based condition. However, there 
were no significant differences between conditions in the follow-up 
studies. 

We also measured SEBIS scores, which showed no significant dif-
ference either between 2 conditions (𝐹 (2, 114) = 0  .539, 𝑝 = .585, 𝜂 𝑝 = 

0 009) or time  0 2 points (  2  114  = 2 528   = 115    . 𝐹 ( , ) . , 𝑝 . , 𝜂𝑝 = 0.022). 

5.3 Phishing Detection Ability 
Similar to awareness, we measured the users’ phishing detection 
ability in two different ways: 1) the objective detection rates cap-
tured through a classification task and 2) the subjective detection 
ability measured through self-report scales. 

5.3.1 Objective Phishing Detection Rates. Participants were tasked 
to separate phishing from regular email in an email classification 
task before and after the intervention, as well as in both follow-up 
surveys. The performance in these tasks is summarized in Table 7 
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in Appendix D and visualised in Fig. 6. The intervention improved 
participants’ phishing detection rate across all conditions, with the 
phishing detection accuracy increasing from .67 pre-intervention 
to .89 post-intervention and then remaining stable at .84 and .85 
in both follow-up surveys. The two interactive conditions showed 
slightly higher improvements compared to the control condition. 
The highest post-intervention performance was seen in the AR-
based condition with a phishing detection accuracy of .93. We 
calculated a mixed-effects regression model with phishing detec-
tion accuracy as the dependent variable and the training conditions, 
time points, and other control variables as predictors. This model re-
vealed significant effects for all time points that were analysed using 
an ANOVA with 𝐹 (3, 275.35) = 73.91, 𝑝 < .001, 𝜂 2 

𝑝 = 0.46. However, 
there was no significant difference between post-intervention de-
tection rates and follow-up 1 and 2 detection rates, indicating that 
training effects remain stable. 

Further, there was a significant effect of the training condition 
on phishing detection accuracy. In the model, the click-based in-
teractive (𝛽 = 0.049, 𝑆𝐸 = 0.01, 𝑡 (276) = 3.328, 𝑝 = .001, 𝑑 = 0.399) 
and AR-based interactive conditions (𝛽 = 0.030, 𝑆𝐸 = 0.01, 𝑡 (278) = 
2.077, 𝑝 = .039, 𝑑 = 0.244) interacted significantly with the post-
intervention detection rates, indicating that both affect improve-
ments in phishing detection accuracy. 

Overall, classification rates of non-phishing also improved after 
the training. Participants became more accurate at correctly identi-
fying non-phishing emails as not being phishing emails. We again 
calculated a mixed-effects regression model with regular email de-
tection accuracy as the dependent variable and conditions, time 
points, and other control variables as predictors. An ANOVA re-
vealed a significant effect of overall time points (𝐹 (3, 277.55) = 
73.32, 𝑝 < .001, 𝜂 2 

𝑝 = 0.46). While the AR condition showed the 
highest pre-post phishing detection increase of 0.32 (compared 
to 0.20 in the click-based and 0.16 in the control condition), we 
found no significant difference between conditions (𝐹 (2, 121.27) = 
1.44, 𝑝 = .241) over all time points. 

5.3.2 Subjective Phishing Detection Ability. Participants rated their 
confidence in phishing detection on three separate aspects: knowl-
edge, ability, and alertness. These scores are summarised in Table 4. 
Scores for the click-based interactive condition were consistently 
the lowest, whereas the AR-based interactive condition saw the 
highest scores in ability and alertness confidence estimates. Over-
all, there was a significant effect of the training conditions for 
both ability (𝑋 2 (2) = 11.81, 𝑝 = .003, 𝜂 2 = 0.028) and knowl-
edge (𝑋 2 (2) = 5.79, 𝑝 = .048, 𝜂 2 = 0.011), but not for alertness 
(𝑋 2 (2) = 2.73, 𝑝 = .256, 𝜂 2 = 0.002). 

In the two follow-up surveys, participants rated their confidence 
in detecting that phishing attacks try to trick them by abusing 
cognitive biases. These ratings are summarised in Table 9. While 
the AR-based condition showed the highest scores, there were no 
significant differences between training conditions. 

5.4 User Evaluation 
First, we were interested in the overall perceptions of the training, 
i.e., in terms of usability & user experience, cognitive effort and 
user engagement. We also collected open text responses about what 
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Figure 6: Visual overview of the precision to correctly classify 
phishing emails. 

Table 4: Participants’ Phishing Detection Confidence mea-
sured on a Scale from “1-very low” to “7-very high”. 

Control Interactive AR 
M (SD) M (SD) M (SD) 

Knowledge 
Post 5.36 (0.79) 5.19 (1.33) 5.54 (1.05) 
FU1 5.39 (0.8) 5.29 (1.18) 5.67 (0.86) 
FU2 5.26 (0.9) 5 (1.14) 5.55 (1) ) 

Ability 
Post 5.41 (1.07) 4.91 (1.16) 5.53 (0.94) 
FU1 5.30 (1.07) 5.14 (1.27) 5.52 (0.75) 
FU2 5.57 (0.94) 5.07 (0.92) 5.60 (0.68) 

Alertness 
Post 5.46 (1.14) 5.41 (1.31) 5.78 (1.1) 
FU1 5.33 (1.18) 5.32 (1.22) 5.19 (1.21) 
FU2 5.60 (0.77) 5.19 (1) 5.65 (0.88) 

users liked, disliked or what they would suggest. Second, we specif-
ically explored the the users’ evaluation of the condition-specific 
design elements such as the visual and auditory cues selected to 
represent certain biases, heuristics, and norms. 

5.4.1 Overall Evaluation of the Training. 

Usability & User Experience. We measured usability and user 
engagement through the SUS [10] and the short form of the UES [58] 
scale, respectively. Both SUS and UES-SF scores are summarised in 
Table 10. 

The control (𝑀 = 78.08) and interactive (𝑀 = 74.05) conditions 
received high SUS ratings, whereas the scores of the AR-based 
condition (𝑀 = 50.35) were significantly lower (𝑋 2 (2) = 45.213, 𝑝 < 
0.001, 𝜂 2 = 0.379). However, when we excluded participants with 
an ATI below our median of 3.5, the SUS scores for the remaining 
18 participants in the AR-based condition were substantially higher 
(𝑀 = 58.20). 
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The overall UES-SF scores did not significantly differ between 
training conditions, whereas analysis of the sub dimensions re-
vealed higher focused attention scores for both the click-based 
and AR-based conditions (𝐹 (2, 114) = 3.74, 𝑝 = .04, 𝜂 2 = 0.03) but 
lower aesthetic appeal (𝐹 (2, 114) = 1.87, 𝑝 = .03, 𝜂 2 = 0.02) and 
reward (𝐹 (2, 114) = 2.11, 𝑝 = .02, 𝜂 2 = 0.05) scores for the AR-based 
condition. 

Cognitive Effort. We also measured participants’ task load during 
the training through the NASA-TLX scale [34]. An overview of the 
scores can be found in Table 11. We did not see significant differ-
ences between the three conditions on either overall scores nor on 
most sub dimensions. However, participants in the AR-based condi-
tion reported significantly lower perceived performance compared 
to the click-based condition (𝑋 2 (2) = 6.8919, 𝑝 = .032, 𝜂 2 = 0.043). 

Qualitative Analysis. We asked participants to list what they 
liked about the training and what suggestions they had in open-
text fields. Two raters then categorized those answers and counted 
occurrences within categories. These findings are visualised in Fig. 7. 
The most liked aspect was the use of media, i.e., the illustrations and 
sounds, mentioned by 20 participants in the interactive click-based 
condition and 8 participants in the interactive AR-based condition. 
Interactivity was mentioned by 15 participants in the AR-based 
condition, while 15 participants in the control condition mentioned 
the use of phishing examples. Finally, 14 participants mentioned 
that they liked the clear and simple structure of the training, which 
included highlighting of important elements participants could 
focus on. 

In the second open-text field, participants suggested the training 
should become even more interactive, either through gamification, 
an adventure-like training with multiple branches, or follow-up 
pages that make real-world implications clearer. Furthermore, they 
mentioned the need for more context information so that the infor-
mation is easier to process, as well as additional focus on identifying 
unusual domains or links. Finally, 12 participants in the AR-based 
condition suggested the AR technology should be easier to use, and 
suggested a longer dedicated training, so that people are proficient 
with AR when they use it for the actual phishing intervention. 

User Engagement. Finally, we asked participants to indicate whether 
the intervention affected their engagement or interest with cy-
bersecurity in both follow-up surveys. Across all conditions, the 
majority of participants indicated that the intervention improved 
their engagement or interest in cybersecurity after 1 and 3 weeks. 
There were no significant differences between conditions. The cor-
responding textual answers were categorized into a clear, minor or 
no increase following a deductive coding approach [49]. The results 
are shown in Table 5. 

5.4.2 Evaluation of Condition-specific Design Elements. We asked 
participants to rank each element and associated interactions by 
sorting them into categories: “like” for elements that were suitable 
representations, “dislike” for elements that were deemed unsuitable, 
and “neutral” for all other elements. A list of all elements can be 
seen in Table 2. The ranking of these elements is depicted in Fig. 8 
in Appendix C. We did not collect this data from participants in 
the control condition since it did not contain these elements. Par-
ticipants favoured urgency cues the most, with each element being 

Table 5: Overview of Increase in User Engagement with Cy-
bersecurity or Phishing after the Training as Categorized 
from the Open Text Responses. 

Time Increase Control Interactive AR Total 

FU1 
No 8 5 2 15 
Minor 7 8 5 20 
Clear 12 15 14 41 

FU2 
No 7 5 4 16 
Minor 6 7 2 15 
Clear 17 14 14 45 

placed in the like category by at least 60% of participants across 
both interactive conditions. Interactions representing the fear bias 
were more mixed, as the ghost element received high ratings but the 
spider element receiving low ratings, i.e., was deemed unsuitable as 
a representation for fear. This was particularly pronounced in the 
AR-based condition. Finally, complex elements and interactions that 
required more steps to complete received generally lower ratings 
in AR as compared to the click-based condition. 

5.5 Summary of Findings 
The phishing training led to improvements in phishing detection 
rates across all conditions. The AR-based intervention stood out 
with the highest post-intervention performance, achieving a phish-
ing detection accuracy of .93. User evaluations indicated that the 
AR-based interactive condition significantly boosted confidence 
in phishing detection, particularly in terms of ability and alert-
ness. Additionally, participants in the AR-based condition reported 
higher engagement levels and interest in cybersecurity. However, 
usability scores for the AR-based condition were substantially lower. 
We found this difference related to technological affinity, as peo-
ple with higher ATI scores provided substantially higher usability 
scores. Overall, the AR-based intervention demonstrated promise 
in enhancing phishing detection and engagement, highlighting its 
potential in cybersecurity training. 

6 Discussion 
We first discuss the intervention effects, before exploring the inter-
vention design and the potential of AR to enhance training. Finally, 
we describe limitations and highlight potential for future work. 

6.1 Intervention Effects 
Targeting cognitive biases seems to be effective in reducing phishing 
susceptibility as already the text-based training with no interaction 
led to substantial improvements in phishing detection. However, 
interactive training, either click-based or AR-based, was more ef-
fective compared to traditional text-based training. While the use 
of AR can enhance interventions, benefits from using it seem to 
depend on user-specific factors such as technological affinity and 
usability of the training. Therefore, the click-based intervention 
remains a viable alternative with strong training effects where an 
AR-based intervention is less suitable. 

Phishing Detection. Our mixed-effects analysis reveals that users 
across all conditions exhibited consistent improvements in their 
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Figure 7: Summary of Participant’s Most-Mentioned Feedback on the Intervention. 
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Figure 8: Visual comparison of the ranked intervention elements. 

phishing detection behavior. This implies that there is a positive 
impact of the interventions on user behaviour, at least for three 
weeks after the intervention. This effect was substantially larger 
for the two interactive conditions as compared to the control con-
dition, and even larger for the AR-based condition. Consistent with 
previous findings (e.g., [64]), this demonstrates the positive effect of 
increased interactivity on the effect of phishing interventions. Cru-
cially, the participants’ ability to correctly identify non-phishing 
email as not being phishing increased as well, thereby suggesting 

that the increases demonstrate actual improvements to participants’ 
phishing detection ability, rather than just increasing suspicion to-
wards emails in general. Furthermore, this increase was highest in 
the AR-based condition. 

The phishing detection rates remained stable until the second 
follow-up survey 3 weeks after the laboratory study, although mean 
scores in the two follow-up surveys hinted at a slightly decreasing 
trend. This might be indicative of either a small general decline 
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or a longer-term stable effect, with a short-lived initial phishing 
detection performance boost immediately after training. 

Other Behavioural Changes. Our eye-tracking data offered in-
sights into the impact of the interventions on visual attention. In 
particular, differences in visual attention between pre- and post-
intervention classification tasks suggest that participants focus 
more on the email sections containing cognitive biases rather than 
reading the email in general. This result suggests that the perfor-
mance improvements may be caused by stronger attention towards 
cognitive bias cues, which then lead to more accurate classification 
of the emails. 

Understanding & Self-Estimates of Phishing Proficiency. Partic-
ipants’ understanding, especially of phishing tactics, notably in-
creased following the training. These improvements were sustained 
in the second follow-up survey, indicating the long-term effective-
ness of the training at enhancing user’s phishing knowledge. Strik-
ingly, when examining participants with high ATI scores above the 
median, we observed that the AR-based intervention had a more 
pronounced effect on increasing understanding compared to the 
click-based approach. These findings emphasize the potential of 
AR interventions in bolstering users’ defenses against phishing 
attempts, but again reinforces that these effects are variable. 

Participants’ feedback also indicated that the interventions posi-
tively affected their engagement and interest in cybersecurity, with 
the majority reporting increased interest in the follow-up surveys. 
This implies that user behavior improvements extend beyond im-
mediate detection to a broader impact on cybersecurity attitudes. 
The effect seemed particularly pronounced for the AR-based con-
dition, where two thirds of participants describe a clear increase. 
This effect can likely be attributed to AR providing increased user 
engagement [44, 68, 91], which can translate to a higher interest 
in cybersecurity topics if the intervention itself is more engaging, 
thereby generalizing effects. 

6.2 Intervention Design 
While the primary goal was evaluating the feasibility and effec-
tiveness of the training as a concept, we additionally measured 
how the design decisions affected users’ perception of the training 
and its elements. Usability ratings indicated that both interactive 
and control conditions were well-received, while the AR-based 
condition’s usability ratings were lower. Furthermore, participants 
in the AR-based condition reported lower perceived performance 
in the NASA-TLX questionnaire. This discrepancy was somewhat 
mitigated when participants with lower ATI scores were excluded. 
However, usability scores were still lower in the AR-based com-
pared to the click-based condition, which is consistent with pre-
vious results showing that AR tools are perceived as less usable 
compared to desktop-based counterparts [62], likely influenced by 
a substantial difference in exposure between desktop-based and AR 
tools. Instead, the higher technological affinity of high ATI users 
might have helped users focus better on the learning experience, 
despite lower usability. This is consistent with previous findings, 
for instance, participants with higher ATI seem to have a higher 
preference for tangible compared to abstract interactions in AR 
[16] and are better able to use AR tools overall [7, 43]. 

In line with these findings, 12 participants suggested that the 
AR aspect of the AR-based training should be made easier to use, 
implying that they encountered some challenges. These findings 
indicate that the effect of the AR technology and the benefit people 
gain from using it is mediated by participant’s proficiency in using 
it. 

These challenges might provide an explanation for why we did 
not find significant differences between the AR-based and the inter-
active condition for many outcome variables. It might be that the 
AR-based condition led participants to perform better on average, 
but that this effect was weighed down by participants who were 
not able to effectively take advantage of the AR technology. This 
problem is not new, as the use of AR has been shown to lead to 
difficulties, especially for people with lower technical ability [26]. 
Future work should thus explore measures for AR proficiency or 
alternative extended reality technologies. 

Representation & Interaction. The most effective intervention el-
ements concerned urgency cues. On the other hand, cues invoking 
fear received mixed reception. While a spider element was con-
sistently rated very low, a ghost element was rated much higher 
in terms of their suitability to represent fear. This indicates that 
people prefer a representation of the underlying cognitive bias and 
what it tries to induce, but do not want to be negatively affected by 
the representation itself. 

Compared to ratings in the click-based condition, participants in 
the AR condition rated more complex elements and elements with 
a fearful association lower, whereas simple elements focusing on 
urgency were higher rated. The difference in participant’s rating 
regarding complexity seems related to usability differences between 
the two conditions, where challenges relating to usability of AR 
were compounded by the need for more intricate interactions and 
more challenging perception. The lower rating of fearful elements, 
and especially low rating of the spider, is likely reinforced by the 
tendency of AR to tunnel attention towards objects, thereby making 
them more visceral [60, 62]. Perhaps also a stronger emotional 
response to the AR-based as compared to a 2D representation as 
found by Zhao et al. [103] might explain the difference in rating. 
Elements that are simple to understand and whose meaning can 
effectively be enhanced by the attention-catching nature of AR, 
such as the elements we used to represent urgency, seem to be most 
well-received by participants. 

Striking the right balance between effective representation and 
avoiding negative emotional impacts is a crucial design considera-
tion. Elements invoking negative or averse emotions might be less 
suitable for a cybersecurity training. On the other hand, simple 
elements whose representation manages to take advantage of the 
medium they’re presented in would be most suitable, especially 
in an augmented reality setting. This interaction can be further 
affected by culture-specific or other differences. Therefore, careful 
consideration of training elements tailored to the specific use-case 
seems crucial. 

Participants’ feedback indicated that the use of media and de-
gree of interactivity were well received and contributed to the 
intervention’s acceptance. Importantly, we have to keep in mind 
that participants likely tend to mention elements that were most 
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pronounced to them. For example, participants in the control con-
dition might specifically highlight the use of phishing examples, 
whereas participants in the interactive conditions focus on describ-
ing the interactive, multi-media experience as that aspect was more 
visible to them and would be more quickly recalled. 

6.3 Augmented Reality 
The use of AR can enhance phishing interventions, by focusing 
attention, increasing user motivation to engage in the training, 
and higher long-term interest. Among the intervention groups, the 
AR-based condition demonstrated the highest post-intervention 
phishing detection accuracy of 0.93. This suggests that the immer-
sive nature of AR may have a particularly pronounced impact on 
users’ behavioural responses. Furthermore, participants in the AR-
based condition scored well in other outcomes in comparison to 
the click-based condition, despite the intervention itself suffering 
from low usability scores compared to the other two conditions. 
For instance, they received higher HAIS-Q scores and reported 
more engagement and interest in cybersecurity following the inter-
vention. This is consistent with previous findings showing higher 
engagement even with limited usability [62]. 

The benefits gained by using AR seem to be mediated by an 
affinity for using AR. This is most prominent in the low SUS ratings 
following the AR condition, which are substantially higher when 
controlled for technological affinity using the ATI. Participants’ 
suggestions for improving the AR-based condition, including the 
need for a dedicated AR training session, emphasize the importance 
of ensuring user proficiency with AR technology. The positive 
impact and overall usefulness of AR interventions seems to be 
substantially influenced by user’s familiarity and comfort with 
using AR. 

The gestures and physical actions required for the AR-based 
condition also have the potential for providing inherent bene-
fits themselves. For instance, it could be an effective way to in-
tegrate embodied learning into cybersecurity training [9, 38], to 
make it more interactive and an involved experience [30], or could 
even take on ceremonial aspects (cf. [65]). As argued by Goldman 
[30], cybersecurity training can become more interactive and ex-
citing through “friction”—situations that require users to stop and 
refocus—particularly for training attempting to enhance systematic 
processing. Therefore, some of the effects presented in the results 
could potentially be replicated with other modalities as long as they 
involve similar interactions, e.g., through motion tracking. Differ-
ent approaches might also be a promising way to bypass issues of 
low affinity as current AR devices are not yet mainstream. 

To fully harness the potential of AR in phishing interventions, 
it may be essential to consider users’ proficiency level and intro-
duce appropriate familiarisation elements. These elements could 
be naturally integrated into the training itself as not to add addi-
tional costs, or more sophisticated training programs where higher 
familiarity is essential for an effective interaction with AR-based 
materials. Moreover, this shortcoming could be mitigated due to 
AR still becoming more prominent, with adoption rates projected 
to increase substantially in the following years [77]. As users be-
come more accustomed to the technology and devices evolve with 
features like AI-based enhancements [68], the benefits of using AR 

should become even more pronounced. In a future where AR is per-
vasive, real-time interventions might be seamlessly integrated into 
environments with widespread AR adoption [33]. Nevertheless, the 
large-scale adoption of AR does not eliminate the need for training 
as technical detection of threats remains an open challenge. 

6.4 Limitations and Future Work 
Researchers face a dilemma between generalizability, precision 
in control and measurement, and realism of study context [50]. 
The complex intervention design and largely untested use of AR 
technology in cybersecurity required a controlled setting, thereby 
limiting generalizability. However, the setting allowed us to com-
bine different sources of measurement, such as self-reports, detailed 
behavioural measures, and classification task data. Furthermore, 
our classification task did not exactly represent real-life conditions, 
but tried to emulate them. For this purpose, we intended to pro-
vide a wide range of realistic example emails as material. However, 
due to the difference in sources and the lack of a standardised and 
modern set of phishing emails, this led to noticeable variations in 
individual email’s detection difficulty (see Table 6 in Appendix C). 
Additionally, introducing material that accurately reflects personal 
relevance pose further challenges, as creating tailored phishing 
scenarios remains a limitation in current phishing research. While 
we evaluated the persistence of effects in follow-up surveys, the 
data were collected within a month. These findings demonstrated a 
stable effect with some drop-offs, but more long-term observations 
over multiple months would provide additional insights as to how 
persistent effects are (cf. [64]). However, due to participant drop-
outs, a larger sample is necessary the longer the collection period is, 
which is particularly challenging with a complex laboratory study. 

The training focused on cognitive biases and on fostering sys-
tematic thinking. This is useful on its own but can also complement 
training with a focus on technical details of phishing emails. We 
employed experts to establish common biases that could effectively 
be engaged with in training. However, while all experts where ac-
tively engaged in HCI and usable security research, two of them 
have not yet published a paper at the time of the workshop. Further 
research could investigate how cognitive bias training can enhance 
training that focuses on technical differences between phishing and 
legitimate email. 

As there are only few AR-based training approaches in cyber-
security and even less for phishing available yet, comparability 
with other phishing interventions is limited. In addition, phishing 
study effects highly depend on the chosen email set for classifica-
tion, further impairing their comparability (e.g., [84]). Therefore, 
we compared the AR-based approach against both a click-based 
condition to test the effect of AR, as well as a text-based control 
condition to test the effect of interactivity in combination with the 
cognitive bias training. We also included triangulating measures 
to evaluate the training, beyond an email classification task, i.e., 
security-related scales and control variables, behavioural measures, 
and subjective evaluations. Yet, the findings should be interpreted 
as indicators, rather than comparing specific outcomes like the 
phishing detection rates directly. 

Our results revealed that the individual performance and per-
ceived usability of AR-based training was influenced by the user’s 
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AR proficiency. However, our sample size was not sufficiently large 
to allow for more detailed investigations. Still, the results suggest 
that user groups with low technological affinity may struggle when 
using an AR-based application. However, users with higher tech-
nological affinity may also possess other properties that increase 
intervention effectiveness, such as higher interest in cybersecurity 
topics. Further research could isolate these effects in more granular 
study designs. As our sample was somewhat biased towards young 
people (mostly between 18 and 35) with a slightly higher technical 
affinity than the average population, the effect might be even more 
pronounced for more representative samples including older people. 
Future research should explore ways to tailor AR interventions to 
different proficiency levels and to lower the initial threshold for 
novice users. 

Finally, the training material used in this study represents an 
initial version used to test its feasibility. Future work should build 
on these findings to a) focus on the representations deemed suitable 
by participants and b) trial additional biases, representations, or 
interactions. 

7 Conclusion 
Sophisticated phishing attacks capitalise on human cognitive bi-
ases to bypass technical measures and deceive individuals, thus 
remaining a prevalent and evolving threat. Given the limitations of 
conventional user training methods, we investigated the potential 
of coupling AR technology with a human-centred training. We 
ran an expert design workshop, implemented a system for inter-
active AR training, and evaluated it in a user study with 𝑁 = 117 
participants. 

The results show that interactive AR-based training significantly 
improves phishing detection rates and better addressed cognitive 
biases exploited by attackers than both the control and the non-AR 
interactive training. Furthermore, AR can enhance other outcomes 
such as higher cybersecurity awareness and interest. Still, a click-
based training remains a viable alternative with benefits especially 
in cases where AR is not feasible. With the growing prevalence 
of AR and immersive technologies, this work is an important step 
towards designing effective human-centred security training of the 
future. 
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A Questionnaires & Scales 
A.1 Pre-Study Questionnaires 

• Demographics 
– What is your age? [in age ranges] 
– What gender do you identify with? [male, female, non-
binary/third gender, prefer not to say] 

– What is you highest level of education? [primary school, 
high school, professional education (e.g. commercial school), 
university degree (bachelor, master, PhD)] 

– Affinity for Technology Interaction Scale (ATI, [24]) 
• Cybersecurity & Phishing 
– Do you have a background in cybersecurity such as in 
education or occupation? [yes, no, other] 

– Security Behaviour Intention Scale (SeBIS, [18]) 
– Have you ever participated in a phishing training? [Never, 
Once, More than once] 

– Please rate the following aspects: a) your knowledge about 
phishing emails, b) your ability to detect phishing emails, 
c) your alertedness to notice phishing emails in daily life 
[7-point Likert scale from “1-very low” to “7 - very high”] 

– How do you think phishing emails try to trick users (e.g., 
to click on a link, to provide credentials, or to download 
an attachment)? [open text field] 

• Eye Tracking Calibration [Automatic calibration process] 
• Email Classification task 
– Classification of 25 emails randomly drawn from a set of 
50 emails 

– NASA Task Load Index (NASA-TLX, [34]) 

A.2 Post-Training Questionnaires 
• Training Evaluation 
– How do you think phishing emails try to trick users (e.g., 
to click on a link, to provide credentials, or to download 
an attachment)? [open text field] 

– NASA Task Load Index (NASA-TLX, [34]) 
• User Evaluation 
– Only for the interactive click-based and AR-based condi-
tions: In the following, you see symbols representing each 
training element. Please arrange them on the right side 
according to your preference. [Drag and Drop of 12 visual 
elements seen in the training in the three categories a) 
liked/suitable for illustrating the respective bias , b) neutral 

and c) disliked/ not suitable for illustrating the respective 
bias] 

– System Usability Scale (SUS, [10]) 
– User Engagement Scale - Short Form (UES-SF, [58]) 
– How interactive was the training in your opinion? [10-
point Likert scale ranging from “1-not interactive at all” 
to “10- very interactive”] 

– How would you rate your overall experience with the 
training? [10-point Likert scale ranging from “1-extremely 
negative” to “10- extremely positive”] 

– What did you like about the training? [open text field] 
– Do you have any suggestions on how the training could 
be improved? [open text field] 

– Is there anything else you would like to mention? [open 
text field] 

• Cybersecurity/ Phishing 
– How likely are you to detect that a phishing e-mail is 
trying to abuse a cognitive bias? [10-point Likert scale 
ranging from “1-very unlikely” to “10-very likely”] 

– Please rate the following aspects: a) your knowledge about 
phishing emails, b) your ability to detect phishing emails, 
c) your alertedness to notice phishing emails in daily life 
[7-point Likert scale from “1-very low” to “7 - very high”] 

– Security Behaviour Intention Scale (SeBIS, [18]) 
– Human Aspects of Information Security Questionnaire 
(HAISQ, [61]) Subscale: Knowledge, Topic: E-Mail related 
behaviours [5-point Likert scale ranging from “1-strongly 
disagree” to “5 - strongly agree”] 

• Eye Tracking Calibration [Automatic calibration process] 
• Email Classification task 
– Classification of 25 emails randomly drawn from a set of 
50 emails 

– NASA Task Load Index (NASA-TLX, [34]) 
• Are there any final comments you would like to submit? 
[open text field] 

A.3 Follow-Up-Study Questionnaires 
• How do you think phishing emails try to trick users (e.g., 
to click on a link, to provide credentials, or to download an 
attachment)? [open text field; only in second follow-up] 

• How likely are you to detect that a phishing e-mail is trying 
to abuse a cognitive bias? [10-point Likert scale ranging from 
“1-very unlikely” to “10-very likely”] 

• Please rate the following aspects: a) your knowledge about 
phishing emails, b) your ability to detect phishing emails, 
c) your alertedness to notice phishing emails in daily life 
[7-point Likert scale from “1-very low” to “7 - very high”] 

• Human Aspects of Information Security Questionnaire (HAISQ, [61]), 
Subscale: Knowledge, Topic: E-Mail related behaviours [5-
point Likert scale ranging from “1-strongly disagree” to “5 -
strongly agree”] 

• Did the training in the laboratory last week affect your in-
terest or engagement with cybersecurity? [open text field] 

• Classification of 24 emails, drawn in randomised order. 
• NASA Task Load Index (NASA-TLX, [34]) [only in the second 
follow-up] 

https://doi.org/10.1145/3055305.3055310
https://doi.org/10.1145/3613905.3650907
https://doi.org/10.1016/j.ijhcs.2019.05.005
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• Would you like to add any final comments? [open text field] 

B Training Instructions 
B.1 Introduction 
What are cognitive biases? 

The world is very complicated and we have to make a plethora 
of decisions every day. Therefore, we humans often rely on quick 
and automatic cognitive processes that help us make choices and to 
trigger certain actions. For example, humans often base decisions on 
emotions, social norms or on previous experiences. However, these 
automatic cognitive processes are based on general experiences and 
are not sensitive to context differences. Therefore, these automatic 
cognitive processes can sometimes be biased and lead to undesirable 
or incorrect decisions. 

Phishing attacks try to exploit automatic cognitive processes 
and biases by creating a situation in which automatic reactions 
are triggered and lead us to act without thinking. For example, a 
phishing email might try to activate an emotion such as fear by 
pretending that our account has been hacked. This can result in 
unintended consequences such as clicking on a phishing link. 

C Classification Task & Intervention Design 

B.2 Instructions 
Text-based control condition. In the following, you will undergo 

training where we specifically highlight how phishing attacks try 
to abuse automatic cognitive processes and biases with specific 
examples. 

Please take your time to read through each example. 
When you are ready, please proceed to start the training. 

Interactive click-based condition. In the following, you will un-
dergo training where we specifically highlight how phishing attacks 
try to abuse automatic cognitive processes and biases with specific 
examples. 

In this training, you will see images of phishing emails over 
which we add annotations. Some of these annotations can be inter-
acted with. We will also add additional information throughout the 
training. 

Once all interactions with an image are complete, you can pro-
ceed to the next one. In the end, you will automatically be redirected 
back to this survey. 

Please take your time to interact with each image. 
Please put on your headset now, as there will be sound during 

the training. 
When you are ready, please proceed to start the training. 

Interactive AR-based condition. In the following, you will undergo 
training where we specifically highlight how phishing attacks try 
to abuse automatic cognitive processes and biases with specific 
examples: 

• In this training, you will wear an augmented reality headset 
and work on the same computer as before. 

• You will see images of phishing emails on the screen, over 
which we add annotations in augmented reality. 

• You interact with these annotations using your hands. 
• In addition, you will sometimes need to use the keyboard as 
will be indicated. 

The goal is to first read the email. Afterward, you can interact 
with elements until you proceed to the next email. 

Please continue to the next page now. When starting and when 
ending the training, a session supervisor will assist you. 

B.3 Training Welcome Message 
Welcome to the Training Module! During this session, you will 
be presented with several emails and asked to determine whether 
they are phishing attempts or not. To effectively identify a phishing 
email, pay attention to the small details within the message that 
may indicate it is not legitimate. We will provide explanations of the 
techniques used to recognize phishing emails after each example. 
Best of luck! 

In Table 6, we list the emails in the classification task, where par-
ticipants had to decide whether each was phishing or not. We 
additionally provide the pre-training phishing detection precision, 
which reveals that, on average, participants were already able to 
recognise the phishing emails as phishing prior to the training. 
Overall, 33% of benign emails and 30% of phishing emails did not 
contain a cognitive bias cue. 
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Table 6: Mean Precision Rate of Emails in the Classification Task Being Classified as Phishing. 0 Indicates No Classification as 
Phishing, While 1 Indicates Everyone Classified the Email as Phishing. We additionally list the type of cognitive bias the email 
was attempting to abuse. 

Regular Mean Rate Cognitive Bias Phishing Mean Rate Cognitive Bias 

R01 .85 Familiarity P01 .74 Fear 
R02 .51 Happiness P02 .47 None 
R03 .58 Familiarity P03 .92 Happiness 
R04 .97 Happiness P04 .53 None 
R05 .11 None P05 .60 Fear 
R06 .04 Urgency P06 .70 Authority 
R07 .12 Happiness P07 .61 Happiness 
R08 .54 Happiness P08 .35 Happiness 
R09 .10 None P09 .95 Urgency 
R10 .69 Happiness P10 .64 None 
R11 .25 None P11 .78 Fear 
R12 .09 Fear P12 .70 None 
R13 .21 None P13 .57 None 
R14 .44 Urgency / Fear P14 .88 Familiarity 
R15 .14 Familiarity P15 .70 Urgency 
R16 .56 Fear P16 .86 Happiness 
R17 .27 Scarcity P17 .75 Fear 
R18 .24 None P18 .68 Fear 
R19 .19 None P19 .32 Happiness 
R20 .35 None P20 .55 None 
R21 .23 None 
R22 .34 None 
R23 .32 Familiarity 
R24 .29 Fear 
R25 .64 Fear 
R26 .19 Reciprocity 
R27 .25 Urgency 
R28 .27 Urgency 
R29 .08 None 
R30 .10 Familiarity 

Total .33 Total .66 
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Table 8: Overview of HAIS-Q Email Sub Scale Scores, Each 
Comprising 3 Items and Ranging from 3 to 15 in Total. 

Group Time Knowledge Attitude Behaviour 
M (SD) M (SD) M (SD) 

Control Post 11.15 (2.54) 13.59 (1.25) 12.15 (1.87) 
FU1 7.67 (5.45) 9.23 (6.33) 8.31 (5.92) 

Interactive 
Post 9.62 (2.80) 12.86 (1.82) 11.17 (2.26) 
FU1 6.81 (5.3) 8.64 (6.4) 7.45 (5.63) 

AR 
Post 11.11 (2.15) 13.19 (1.45) 12.14 (1.99) 
FU1 6.0 (5.38) 7.44 (6.45) 6.50 (5.76) 

Total Post 10.59 (2.61) 13.21 (1.55) 11.79 (2.09) 
FU1 6.85 (5.37) 8.47 (6.38) 7.44 (5.76) 

D Detailed Results & Statistics 
In this section, we provide additional details and summary tables 
of statistical tests. 

Table 7: Phishing Detection Precision During Classification 
Task, Ranging from 0 Indicating No Correct Detection to 1, 
Indicating Perfect Detection 

Control Interactive AR 

Precision 

Pre 0.65 0.64 0.66 
Post 0.83 0.89 0.93 
Follow-Up 1 0.80 0.87 0.88 
Follow-Up 2 0.80 0.85 0.87 
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Table 9: Mean Confidence Ratings to Detect Cognitive Biases in Phishing Emails. Standard Deviations in Brackets. 

Timepoint Control Interactive AR Total 

Follow-Up 1 7.22 (1.25) 7.5 (1.29) 7.76 (1.55) 7.47 (1.35) 
Follow-Up 2 7.5 (1.63) 7.19 (1.52) 7.4 (1.23) 7.36 (1.49) 

Table 10: Comparison of Mean Usability Scores, Ranging from 0 as the Lowest Score to 100 as the Highest Score for SUS, and 
from 1 as the Lowest Score to 5 as the Highest Score for UES-SF. Standard Deviations in Brackets. 

Control Interactive AR Total 

SUS 
Above median ATI 79.32 (9.17) 73.08 (12.12) 58.20 (16.11) 70.63 (16.36) 
All participants 78.08 (11.95) 74.05 (12.58) 50.35 (17.35) 67.81 (18.38) 

UES-SF 

Focused attention 2.79 (0.91) 3.04 (0.62) 3.04 (0.88) 3.96 (0.81) 
Aesthetic appeal 3.42 (0.78) 3.48 (0.89) 3.19 (1.13) 3.37 (0.94) 
Reward 3.84 (0.77) 3.87 (0.78) 3.54 (0.93) 3.76 (0.83) 
Total 3.35 (0.71) 3.45 (0.63) 3.25 (0.85) 3.36 (0.73) 

Table 11: Mean NASA-TLX Ratings to Represent the Participant’s Effort. Standard Deviations in Brackets. 

Dimension Condition Pre Training Post 

Mental 
Control 54.1 (24.68) 38.59 (23.25) 55.26 (24.73) 
Interactive 57.86 (18.71) 42.14 (25.43) 53.69 (23.09) 
AR 41.94 (24.65) 36.11 (24.79) 42.36 (25.87) 

Temporal 
Control 42.82 (21.24) 32.56 (21.43) 42.44 (23.17) 
Interactive 43.33 (19.56) 35.24 (21.86) 42.86 (21.13) 
AR 31.94 (18.95) 25.42 (18.45) 33.61 (20.79) 

Performance 
Control 54.62 (20.34) 73.08 (18.2) 67.05 (16.61) 
Interactive 49.52 (16.63) 77.5 (14.24) 64.52 (18.67) 
AR 58.61 (22.06) 61.67 (27.44) 67.22 (15.6) 

Effort 
Control 58.21 (21.93) 42.44 (21.36) 51.28 (23.86) 
Interactive 59.29 (17.09) 42.86 (24.25) 51.07 (21.93) 
AR 48.75 (22.21) 43.89 (25.72) 45.97 (24.14) 

Frustration 
Control 53.72 (26.1) 31.15 (24.48) 42.44 (23.67) 
Interactive 51.67 (24.78) 29.05 (25.67) 40.12 (26.63) 
AR 36.67 (25.86) 41.39 (27.64) 36.11 (26.38) 
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